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Introduction 
Early detection and evaluation of the risk factors which might cause 

the occurrence of second cancer is very important. The prediction of 
risk factors is an important pivot of the war against cancer. The use of 
statistical methods to identify risk factors would help to identify the 
probability of second cancer occurrence. We distinguish between two 
medical cases: 

a). Recurrence case-Cancer that has recurred (come back), usually 
after a period of time during which the cancer could not be detected. 
The cancer  may come back to the same place as the original (primary) 
tumor or to another place in the body. Also called recurrent cancer and 
(b) Second cancer-A new primary cancer in a person with a history 
of another cancer. According to DeVita et al [1], second cancers can 
reflect the late sequel of treatment, as well as the influence of lifestyle 
factors, environment exposures, host determinants and gene-gene 
interactions. The main life style factors are tobacco and alcohol; the 
environmental factors are: contaminants and viruses; and the host 
factors are gender, age, genetics, immune function and hormonal 
factors. A statistical model is proposed to explain the association 
between the studied covariates and its effect on the probability of the 
second cancer occurrence. Data included 200 patients were have a 
first primary cancer stage I, and have at least one year free cancer after 
first cancer treatment. Covariates used in the analysis were Age at first 
Cancer, Gender, Marital status, Area the patient lives in, Treatment by 
Radiation, Family History, Smoking, Obesity, and Education status. 
This study proposes to: 

Determine the effective risk factors that cause the second cancer 
occurrence and propose a statistical model to explain the association 
between the studied covariates and second cancer occurrence. 
Explain the relative risk for each studied covariate and its effect on the 
probability of the second cancer occurrence. 

In Section 4, we present the logistic regression model to estimate 
the probability of occurrence of second cancer; the Wald test, likelihood 
ratio test, Hosmer-Lemeshow test, cross validation methods and ROC 
curve are also introduced in section 4. In Section 5, we apply the binary 

regression model to the data; SPSS is used for the analysis. Summary 
and conclusions are given in Section 6.

The Binary Logistic Regression Model 
The logistic regression model has been used in many disciplines 

including medical studies. It has been used in the social research [2-
5], in market research [6-10], also become an important tool at the 
commercial applications [11 -13]; and in medical studies [14-16]. 

The dependent variable of the logistic model is classified into two 
basic types [17]; 

a. Continuous Variable: can assume any value within a specified 
range. 

b. Discrete Variable: can only assume certain values and there 
are usually “gaps” between values (categorical response has two main 
categories: success (occurrence) and fail (no occurrence)). Everitt [18] 
gave the following definition for logistic distribution:" the limiting 
probability distribution as n tends to infinity, of the average of the 
largest to smallest sample values, of random samples of size n from an 
exponential distribution". 

The logistic distribution is given by
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The location parameter α  is the mean. The variance of the 
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Abstract 
The logistic regression model is used to determine the social-demographic risk factors which affect the second 

cancer occurrence for 200 patients who were initially treated for first primary cancer stage I and were cancer free for 
at least 1 year after first primary cancer treatment. The 200 patients were classified as "having a second cancer", 
and "not having a second cancer". The social-demographic risk factors used are age at first cancer, gender, area the 
patient lives in, marital status, family history, smoking, education and obesity in addition to treatment by radiation. 
The binary Logistic regression model is used in this study to estimate the probability of the occurrence and to 
determine the effective risk factors that cause the second cancer occurrence. The odds ratio analysis compare 
whether the probability of having a second primary cancer is the same for each covariate groups. Significance 
testing for the logistic coefficients using Wald test and likelihood ratio show that five risk factors were significant. To 
assess the fitness of the model the Hosmer and Lemeshow test is used. The logistic regression model proved to 
have a lower sensitivity level due to the clinical risk factors not considered in this study. 
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distribution is 2 2 3π β , its skewness is zero and its kurtosis is 4.2. 
The standard logistic distribution with 0, 1α β= = , with cumulative 
probability function. F(x), and probability distribution, f(x), has the 
property ( ) ( )[1 ( )]= −f X F X F x  see also, [19]. 

The logistic regression is a form of regression analysis used 
when the response variable is a binary variable [18,20]. The method 
is based on the logistic transformation or logit proportion, namely;                                        

( ) , Pr( 1)
1

(1 ) Pr( 0)

= = =
−

− = =

pLogit p where p y
p

p y

As p tends to 0, Logit (p) tends to ∞ – and as p tends to 1, Logit 
(p) tends to −∞ . The function Logit (p) is a sigmoid curve that is 
symmetric about p = 0.5.The logistic regression makes no assumption 
about the distribution of the independent variables. They do not 
have to be normally distributed, linearly related or of equal variance 
within each group. The relationship between the predictor and 
response variables is not a linear function in logistic regression. The 
logistic regression function is the logit transformation of P, where; 
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Where 0β  = the constant 

of the equation and, β i  = the coefficient of the predictor variables 
i. Using the logistic transformation in this way overcomes problems 
that might arise if p was modeled directory as a linear function of the 
explanatory variables; in particular it avoids fitted probabilities outside 
the range (0, 1). The parameters in the model can be estimated by 
maximum likelihood estimation. The slope coefficient β j associated 
with an explanatory variable jx  represents the change in log odds 
for an increase of one unit in .jx To assess the significance of the 
logistic regression coefficients the Wald statistic and likelihood ratio 

test are used [17]. The Wald statistic takes the form: 
2ˆ
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β̂  represents the estimated coefficient β  and ˆ. ( )βs e  is its standard 
error. Under the null hypothesis of zero slope and based on asymptotic 
theory, this quantity follows a chi-square distribution with one 
degree of freedom. If the estimated value of the slope is small and its 
estimated variability is large, then we can not conclude that the slope is 
significantly different from zero and vise versa [17]. 

The likelihood ratio test for overall significance of the beta's 
coefficients for the independent variables in the model is used [21,22]. 
The test based on the statistic "G" under the null hypothesis that the 
beta's coefficients for the co-variates in the model are equal to zero. G 

statistic takes the form: var2
var

 
= −  
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The distribution of "G" is a chi-square with q degree-of-freedom, 
where q is the number of covariates in the logistic regression equation. 
Hauck and Donner [23] and Jennings [24] examined the performance 
of the Wald test and found that the test often failed to reject the null 
hypothesis when the coefficient was significant. They recommended 
that the likelihood ratio test to be used. The likelihood statistic L is used 
to asses the fitness of the model. The sampling distribution of the – 2 
log L has a chi-square distribution with q degrees of freedom under 
the null hypothesis that all regression coefficients of the model are zero 
[24]. A significant p-value provides evidence that at least one of the 
regression coefficients for an explanatory variable is non zero. Hosmer 
and Lemeshow [21] developed a goodness-of-fit test for logistic 
regression models with binary responses. They proposed grouping 

based on the value of the estimated probabilities. This test is obtained 
by calculating the Pearson chi-square statistic from the 2×g table of 
observed and expected frequencies, where g is the number of groups. 

The statistic is written 
2
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 where; iN  is the number 

of observation in the ith group, io  is the number of event outcomes 
in the ith group, π i  is the average estimated probability of an event 
outcome for the ith group. The Hosmer and Lemeshow statistic is then 
compared to a chi-square distribution with (g – 2) degree of freedom. 
However, Christensen [25] gave the following warnings about the 
Hosmer and Lemeshow goodness-of-fit test; 

1. If too few groups are used to calculate the statistic (<5) it will 
always indicate that the model fits the data. That is why Hosmer 
and Lemeshow [21] advocated that, before finally accepting 
that a model fits; an analysis of the individual residuals and 
relevant diagnostic statistics is performed (pp.151-156). 

2. It is highly dependent on how the observations are grouped. 

3. It is a conservative test. 

4. It has low power to detect specific types of lack of fit (such as 
nonlinearity in an explanatory variable). 

The odds ratio 

The odds ratio is a measure of association for 2×2 contingency 
table [26]. In 2×2 tables the probability of "success" is 1π  in row 1 
and 2π  in row 2. Within row 1, the odds of success are defined to be: 

1 2
1 2

1 21 1
= =

− −
p podds and odds

p p
.

Evaritt [18] and Agresti [27] define the odds ratio in two groups of 

subjects as "the ratio of odds". Thus; 1 1 1

2 2 2
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−
odds p p
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. For the 

binary regression model, the odd ratio is the exponent ( )β je is the ratio 
of odds for a one-unit change in jx  [21]. The change in Log odds, and 
the corresponding change in the odds ratio, for a,c units is estimated 

ˆexp[ ]β jc  [28]. When the two groups of odds are identical then the odds 
ratio is equal to one. The corresponding lower and upper confidence 
limits for odds ratio for a c units change are exp[ ] exp[ ]j jcL and cU
, respectively, for (c>0), exp[ ] exp[ ]j jor cU and cL  respectively, 
for (c<0), where ( )j jL U ; can be either the likelihood ratio-based 
confidence interval or the Wald confidence interval for βj [27,29].

Cross validation techniques 

Cross - validation is a general procedure used in statistical model 
building. It can be used to decide on the order of a statistical model 
including time series models, regression models, mixture distribution 
models, and discrimination models [30]. Cross validation is performed 
in different ways, some of them are: 

1. Take two random subsets of the data. Models are fit or various 
statistical procedures are applied to the first subset and then are 
tested on the second subset. 

2. Leave - one – out technique is performed by fitting to all but one 
observation and then testing on the remaining one and has also 
been called "cross - validation by Efron [31]”, but it does not 
provide an adequate test. 
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3. Fit the model n times, each time leaving out a different 
observation and testing the model on estimating or predicting 
the observation left out each time. This provides a fair test by 
always testing an observations not used in the fit. It also is 
efficient in the use of the data for fitting the model since n − 1 
observation is always used in the fit. Hit ratio is the percentage 
of objects (individuals, respondents, firms, etc.) correctly 
classified by the logistic regression model. It is calculated as the 
number of objects in the diagonal of the classification matrix 
(Ho) divided by the total number of objects (N). Also known as 
the Percentage correctly classified [32]. 

This can be compared with the maximum chance and proportional 
chance criterion to determine the discriminating power of the function. 
Maximum chance criterion is the percentage of the total sample 
represented by the larger of the two groups. The proportional chance 
criterion is obtained from the actual occurrence of second cancer 
by the equation 2(1 )+ −p p , where p = proportion of individuals in 
group (having a second cancer) and 1-p = proportion of individuals 
in group (not having a second cancer). According to Marcoulides [33] 
the difference between 0 cH and H  may be tested by the following 

statistic 0

( )
−

=
−

cH Hz
H N H N

 Where the significance of z is found by 

comparison with a critical value from a standard normal distribution.

Classification accuracy: The ROC curve 

ROC (Receiver Operating Characteristic) analysis is being used 
as a method for evaluation and comparison of classifiers [34]. The 
ROC gives complete description of classification accuracy as given by 
the area under the ROC curve. The ROC curve originates from signal 
detection theory [21]; the curve shows how the receiver operates the 
existence of signal in the presence of noise. The ROC curve plots the 
probability of detecting true signal (sensitivity) and false signal (1 – 
specificity) for an entire range of possible cut points. The sensitivity 
and specificity of a classifier also depend on the definition of the cut-off 
point for the probability of predicted classes. In many situations, not all 
misclassifications have the same consequences, and misclassification 
costs have to be taken into account. A ROC curve demonstrates the 
trade-off between true positive rate and false positive rate in binary 
classification problems. To draw a ROC curve, the True Positive Rate 
(TPR) and the False Positive Rate (FPR) are needed. 

	TPR determines the performance of a classifier or a diagnostic 
test in classifying positive cases correctly among all positive 
samples available during the test. 

	FPR, on the other hand, defines how many incorrect positive 
results, which are actually negative, there are among all negative 
samples available during the test. 

	Because TPR is equivalent to sensitivity and FPR is equal to (1 
–specificity), the ROC graph is sometimes called the sensitivity 
vs. (1 - specificity) plot. 

The area under the ROC curve has become a particularly important 
measure for evaluating classifiers’ performance because it is the average 
sensitivity over all possible specificities [35]. The larger the area, the 
better the classifier performs. If the area is 1.0, the classifier achieves 
both 100% sensitivity and 100% specificity. If the area is 0.5, then 
we have 50% sensitivity and 50% specificity, which is no better than 
flipping a coin. This single criterion can be compared for measuring the 
performance of different classifiers analyzing a dataset [36,37]. 

After a classifier has been made, it is also useful to measure its 
calibration. Calibration evaluates the degree of correspondence 
between the estimated probabilities of a specific outcome resulting 
from a classifier and the outcomes predicted by domain experts. This 
can then be tested using goodness-of-fit statistics. This test examines 
the difference between the observed frequency and the expected 
frequency for groups of patients and can be used to determine if the 
classifier provides a good fit for the data. If the p-value is large, then the 
classifier is well calibrated and fits the data well. If the p-value is small, 
then the classifier is not well calibrated.

Statistical Analysis and Results 
Data used for the analysis comprised of 1500 registered patients 

in Ain Shams University Hospitals, Cairo, Egypt, by different stages of 
cancer in 2006; 200 patients met the study assumptions were classified 
as: 

1. Has a first primary cancer stage I. 

2. Has at least one year free cancer after first cancer treatment. 

The dependent variable used in the study was the classification 
variable (0 for those not has a second primary cancer, 1 for those who 
has a second primary cancer), explanatory variables used in this study 
were: age at first cancer occurrence, gender( male-female), marital 
status( married –single), area ( urban or rural), radiation treatment of 
first cancer(yes- no) ,family history of cancer (yes, no), smoking ( yes-
no), Obesity before first cancer (yes-no), and education ( Yes-no) for 
patients above 18 or parents for patients less than 18 . SPSS software 
package is used for the analysis. The maximum likelihood method is 
used to estimate the coefficient and its standard error in addition the 
Newton-Raphson method to solve the nonlinear equations for the 
logistic model maximum likelihood estimations, Table 1 shows the 
SPSS output.

At the 0.05 level of significant, Table 1 shows that " Education" ," 
Smoking", " Treatment by radiation", " family history", and " marital 
status" were highly significant. The coefficients estimate is used to 
estimate the probability of the second cancer occurrence [38] as follows:

1 1 2 2

1 2 3

4 5 6 7 8 9

1( 1 )
1 1 exp

; ...

: 0.651 0.007 0.518 1.274
0.299 1.311 1.187 2.720 0.083 1.742
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= + + + +
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Hence z x x x

x x x x x x

The sign of the coefficients of the estimated logistic function in 
Table 1 above gives an explanation of the explanatory variables used, 
as given in Table 2.

The odds ratio results

The following odds ratios were calculated using the formula; 

1 1 1

2 2 2

(1 )
(1 )

θ −
= =

−
odds p p
odds p p

For every covariate used in the study, results are given in Table 3.

From Table 3, it is evident that patients who smoke, patients with 
family history and married persons are highly susceptible for a second 
cancer occurrence. 

Table 4 gives the classification table. Using the obtained Z function 
observations are classified as follows, using a prior probability of 0.50
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From Table 4, we conclude that;

A .80% of all patients not have a second cancer are correctly 
classified, and 20% are incorrectly classified.

B.68% from all patients who have a second cancer are correctly 
classified, 32% are incorrectly classified. 

C. The overall correct percentage was 74%, which reflects the 
model's overall explanatory strength.

Model assessment 

The -2 log likelihood for the constant only model obtain by fitting 
the constant only model was 277.259;and the -2 log likelihood for the 
overall model was 194.585. Thus the value of the likelihood ratio test is;

277.259 194.585 82.674= − =G .

And the p-value for the test is 2[ (9) 82.674] 0.00000002> =P X
which is highly significant at the 0.001α < level. The null hypothesis 

is rejected and we conclude that at least one and perhaps all beta's 
coefficient are different from zero. The likelihood ratio tests for all 
covariates and for each covariate are given in Table 5.

From table 5 we note that the covariates (family history, smoking, 
education, treatment by radiation and marital status) are statistically 
significant; while the covariates (gender, age at first cancer, area and 
obesity) are statistically non-significant. The Wald test is obtained by 
comparing the maximum likelihood estimate of the beta's, ˆ ,βi  to its 
standard error. The resulting ratio, under the hypothesis that 0β =i  
are given in Table 5. It is evident that the covariates (family history, 
smoking, education, treatment by radiation and marital status) are 
statistically significant; while the covariates (gender, age at first cancer, 
area and obesity) are statistically not-significant.Stepwise logistic 
regression analysis is used to reduce number of covariates. results are 
summarized the results as in table 6.

And the logit is:

0.515 1.540( ) 1.250
( ) 1.268( )

2.279( ) 1.426( )

= − + −
+

+ −

Z marital status
Radiation Family history

smoking Education

The Logit (Z) above indicates that: married patients are more 
susceptible to develop a second cancer; treatment by radiation decreases 
the susceptibility; a patient with family history is more susceptible 
to develop second cancer; smokers are more susceptible than non-
smokers, and educated patients are less susceptible to develop a second 
cancer. The exponent (Exp (B)) in Table 6 is the odds ratio, thus: 

Covariate Beta estimate Standard error Wald P-value
Age (X1) 0.007 0.019 0.154 0.695
Gender (X2) –0.518 0.598 0.751 0.386
Marital status (X3) 1.274 0.562 5.146 0.023
Living area (X4) 0.299 0.426 0.492 0.483
Treatment by Radiation 
(X5)

–1.311 0.411 10.192 0.001

Family History (X6) 1.187 0.393 9.129 0.003
Smoking (X7) 2.720 0.743 13.398 0.000
Obesity (X8) 0.083 0.486 0.029 0.864
Education (X9) –1.472 0.394 13.955 0.000
Constant –0.651 0.755 0.745 0.388

Table 1: The estimated coefficient, its S.E and Wald test.

Covariate Codes Sign Explanation
Age at first 

cancer Quantitative positive Older age increases the probability of 
second cancer

Gender 1 male
0 female negative Male decreases the probability of second 

cancer

Marital status 1 married
0 single positive Married increases the probability of 

second cancer

Area 1 urban
0 Rural positive Living in urban increases the probability 

of second cancer
Treatment by 

Radiation
1Yes
0 No Negative Radiation decreases the probability of 

second cancer
Have family 

History
1 Yes
0 No Positive Family history increases the probability of 

second cancer

Smoking 1 Yes
0 No positive Smoking increases the probability of 

second cancer

Obesity 1 Yes
0 No positive Obesity increases the probability of 

second cancer

Education 1 Educated
0 Illiterate Negative Education decreases the probability of 

second cancer

Table 2: The sign analysis.

Variable Odds ratio 95% C.I
Gender 0.596 { 0.184 to 1.923}

Marital status 3.577 { 1.189 to 10.756}
Area 1.348 { 0.585 to 3.104}

Radiatio n 0.270 { 0.121 to 0.603}
Family History 3.278 { 1.518 to 7.079}

Smoking 15.181 { 3.538 to 65.141}
Obesity 1.087 { 0.419 to 2.819}

Education 0.229 { 0.106 to 0.497}

Table 3: Odds Ratios and 95% Confidence Intervals for Covariates.

Observed Predicted

Have a second cancer
Not Have                      Have

Percentage 
correct

Have a second cancer
Not Have 80 20 80.0

Have 32 68 68.0
Overall percentage 74.0

Table 4: Classification Table.

Model –2loglikelihood G P-value
Model with constant only 277.259
Model with all covariates(full model) 194.585 82.674 0.000
Model without family history 204.284 9.699 0.002
Model without smoking 209.602 15.017 0.000
Model without education 209.815 15.230 0.000
Model without Age at first cancer 194.739 0.154 0.695
Model without Treatment by radiation 205.701 11.116 0.001
Model without Gender 195.354 0.769 0.381
Model without marital status 200.023 5.438 0.020
Model without area 195.080 0.495 0.482
Model without obesity 194.614 0.029 0.865

Table 5: Likelihood ratio test.

B S.E Wald Df P-value Exp (B) odd ratio
Marital status 1.540 0.432 12.690 1 0.000 4.667
Radiation –1.250 0.402 9.658 1 0.002 0.286
Family History 1.268 0.378 11.265 1 0.001 3.555
Smoking 2.279 0.503 20.528 1 0.000 9.767
Education –1.426 0.375 14.447 1 0.000 0.240
constant –0.515 0.517 0.992 1 0.319 0.598

Table 6: Step-wise Binary Logistic Regression Results.
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1. The odds for married patients to single patients to develop 
second cancer are 4.667. 

2. The odds for patients with family history to patients with no 
family history to develop second cancer are 3.55. 

3. The odds for smokers to nonsmokers to develop second cancer 
are 9.76. 

Table 7 gives the classification table. Using the obtained Z function 
observations are classified as follows, using a prior probability of 0.50.

a. 82% of all patients not have a second cancer are correctly 
classified, and 20% are incorrectly classified. 

b. 67% from all patients who have a second cancer are correctly 
classified, 32% are incorrectly classified. 

c. The overall correct percentage was 74.5%, which reflects the 
model's overall explanatory strength. 

The value of the Hosmer – Lemeshow goodness-of-fit statistic 
computed for the full model was C = 4.060 and the corresponding 
p-value computed from the chi-square distribution with 8 degree of 
freedom is 0.852 this indicates that the model seems to fit quite well. 

Cross validation results 

Using Efron [31] leave-one-out Cross Validation goodness-of-fit 
statistic the results for the full model was (using prior probability of 
0.50) summarized in Table 8.

The classification matrix shows the accuracy of second cancer 
occurrence prediction in the cross validation leave-one-out sample 
as presented in Table 8 above. In this sample of 200 patients, actual 
occurrence of second cancer was 50%. Of the 100 patients that 67 
or 67% were correctly classified into group having a second cancer. 
Of the 100 patient that not having a second cancer, 78 or 78% were 
correctly classified into group not having a second cancer. The total 
correctly classified was 145 of 200 or 72.5%. The maximum chance 
Criterion is 50% and the proportional chance criterion is 50% also. 
Because the percentage correctly classified was 72.5% (22.5% greater 
than proportional chance), Z test evident that difference are statistically 
significant (p-value <0.001). Using ROC curve for the classification 
accuracy, it is found that the area under the ROC curve, which 
ranges from zero to one, provides a measure of the model's ability 
to discriminate between those subjects who experience the response 

of interest versus those who do not. Plotting sensitivity versus (1 – 
specificity) over all possible cut-points is shown in the Figure below 
(Figure 1). The area under the ROC curve for the full model was is 
0.843 this is considered excellent discrimination

Summary and Conclusions 
In this study, social-demographic risk factors of developing a 

second primary cancer using logistic regression model were studied. 
The social-demographic risk factors used are age at first cancer, 
gender, area the patient live in, marital status, family history, smoking, 
education and obesity in addition to treatment by radiation. The 
binary logistic regression model is used to estimate the probability 
of having second primary cancer. Significance testing for the logistic 
coefficients using Wald test and likelihood ratio show that smoking, 
family history, marital status, and education are the significant factors. 
The odds ratio for each covariate compare whether the probability of 
having a second primary cancer is the same for each covariate groups. 
The odds ratio for smokers to non-smokers ranges between 3 times 
to 65 times with confidence 95%. To assess the fitness of the model 
the maximum likelihood test and Hosmer and Lemeshow test are used. 
The logistic regression model proved to have a lower sensitivity level 
due to some other clinical risk factors not considered in this study. The 
study concludes that: married patients are more susceptible to develop 
a second cancer; treatment by radiation decreases the susceptibility; 
a patient with family history is more susceptible to develop second 
cancer; smokers are more susceptible than non-smokers, and educated 
patients are less susceptible to develop a second cancer. 

The researcher recommends the following: 

1. Replicate the same study with an increased sample size. 

2. Develop a logistic regression model that contains repeated 
measures. 

3. Replicate the same study to include repeated measures on the 
same patients, especially when some demographic factors 
change, and age develops. 

4. Use the reached significant factors and add more clinical risk 
factors which were not available at the hospitals records when 
the research was conducted. 

Observed Predicted

Have a second cancer
Not Have                 Have

Percentage 
correct

Have a second cancer
Not Have 82 18 82.0

Have 33 67 67.0
Overall percentage 74.5

Table 7: Classification Table.

Group Actual no 
of cases Predicting group membership

% 
correctly 
classified

Having a 
second cancer

Not having a 
second cancer

Having a second cancer 100 67 33 72.5%
Not having a second 

cancer 100 22 78

Table 8: Cross validation Result.

ROC Curve
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Figure 1: ROC Curve.

http://dx.doi.org/10.4172/scientificreports.178


Citation: Okeh UM (2012) Model Determination of the Social-Demographic Risk Factors Affecting the Occurrence of Second Primary Cancer. 1: 178. 
doi:10.4172/scientificreports.178

Page 6 of 6

Volume 1 • Issue 2 • 2012

5. Apply Classification and Regression Tree (CART) and compare 
the results with the binary logistic regression model. 
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