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Abstract

Intensity Modulated Radiation Therapy (IMRT) has the potential to deliver a highly conformal dose distribution to the target volume compared to conventional radiotherapy. However, the use of IMRT introduces complexities in dose delivery and verification. Routine IMRT QA is typically performed in a homogeneous solid water phantom and does not verify the accuracy of a treatment planning system’s handling of the heterogeneity correction algorithm, which is particularly important in a low density lung medium. The purpose of this work is to evaluate common IMRT QA point measurement processes that take advantage of a commercial heterogeneous phantom [CIRS IMRT thorax phantom (CIRS, Inc., Norfolk, Virginia, USA)]. Dose calculated with Monte Carlo (MC) methods and pencil beam (PB) methods are used. IMRT QA using the CIRS phantom with the MC and PB algorithms was retrospectively analyzed using control charts and a capability index. Fifteen actual IMRT treatment plans of lung cancer patients were used for this study. The dose was measured in the phantom at points located in lung, bone, and tissue with an ion chamber (IC) for 15 cases and thermoluminescent dosemeters (TLDs) for 5 cases. Measurements and calculations in each heterogeneity (e.g., TLD/MC in bone) were considered as separate processes. Control charts and the capability index Cpm were used to evaluate the following processes using the CIRS phantom: IC/MC, PB/MC, TLD/MC for measurements in the lung, tissue and bone. The processes PB/IC and MC/IC using conventional homogeneous water-equivalent slab geometry were also evaluated. In total, 11 IMRT QA processes were considered. Comparison of the data showed that the dose inside the lung calculated with PB was overestimated by 6% on average relative to the MC calculations. On average, MC calculations in bone and tissue agreed within 3% with PB calculations and IC measurements. Process capability values (Cpm) greater than 1.33 indicate a well performing process. Using the CIRS phantom, Cpm ranged from 0.25 for the PB/MC process in lung to 1.41 for the TLD/MC process in tissue. By comparison, the process using the conventional water-equivalent slab phantom showed the PB/IC and MC/IC Cpm values of 1.36 and 1.21, respectively. Nine of the 11 IMRT QA processes studied were not able to meet the clinical specifications of 5%. However, we found the CIRS phantom is versatile to compare both homogeneous and heterogeneous IMRT QA measurements to calculations. Our results indicate that additional refinements of the IMRT QA processes are required. This is especially true for calculations and measurements in lung-equivalent media. The capability index is a simple and useful quantitative tool for comparing different approaches to lung IMRT QA.
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Introduction

Lung cancer is the leading cause of cancer mortality in the United States. Significant effort has been carried out in developing highly conformal dose delivery techniques using multiple coplanar beams for these patients. IMRT is being used for lung cancer treatment and has shown the potential to deliver a highly conformal dose to the target while minimizing dose to the healthy tissues and is thus an effective tool for dose escalation in lung cancer treatment (Arriagada et al., 2004). Due to the complexity of IMRT treatment plans, patient specific quality assurance (QA) is the standard of practice (Palta et al., 2008). Different measuring devices and techniques such as TLD, EPID and gamma analysis were adopted to investigate the dose distributions for the QA purpose. An independent dose and monitor unit verification (MUV) software was investigated and benchmarked for clinical applications by Goerge et al. (Georg et al., 2007a; Georg et al., 2007b). A common procedure is based on point dose measurements using ion chamber or planar dose measurements using films in a homogeneous solid water phantom. While these measurements provide an evaluation of the linac and MLC performance for a specific IMRT plan, they do not directly verify the dose calculation accuracy of a treatment planning system (TPS) for the IMRT plan in heterogeneous materials. This is particularly important for the case of lung cancer IMRT, where the lateral electron transport at the boundaries of lung and tissue (or tumor) can not be easily handled by a conventional pencil beam algorithm (Butson et al., 2000; Laub et al., 2001; Ma et al., 2003; McDermott et al., 2003; Jang et al., 2006; Davidson et al., 2007).

IMRT QA measurements are typically influenced by the phantom setup and the machine daily output which could introduce up to 3% uncertainty in dose accuracy. Monte Carlo (MC) methods are not influenced by equipment setup and machine output fluctuations. Furthermore, MC calculates the dose to the medium of interest without introducing any correction to the medium geometry. Monte Carlo methods are
Materials and Methods

Phantoms

Realistic thorax phantom: The CIRS phantom has been used as the realistic heterogeneous thorax phantom for this study. The phantom has interchangeable inserts with plugs to load a farmer-type ion chamber or TLDs for point dose measurements. The inserts are distributed as: 2 inserts in each lung were filled with a lung equivalent material. 1 insert at the location of the vertebral body was filled with a bone equivalent material, and 5 inserts located in the mediastinum region were filled with tissue equivalent material. A cross sectional schematic view of the CIRS lung phantom is shown in Figure 1.

Homogeneous solid water phantom: A homogeneous solid water phantom of 30 x 30 cm2 dimension in the beam’s eye view was used for all water phantom measurements. The phantom material has characteristics very close to those of water (e.g. elemental composition, mass fraction, nominal density, mean atomic number etc.).

Treatment planning and dose calculation

Prior to the CT scanning of the phantom, 3 lead fiducial markers of 2 mm diameter (called BB’s) were placed on the phantom’s left lateral, right lateral and anterior surfaces (shown in Figure 1). These markers were used to align the phantom on the CT couch and the treatment room couch. The marker coordinates were used as a reference for coordinate transformation from the TPS coordinate to MC or pencil beam system coordinate. The phantom was CT scanned using a GE light speed scanner with 2.5 mm slice thickness. The CT data was exported to the TPS workstation for contouring and dose calculation. The location of the IC active volume (0.6ccm) in each insert was contoured in the TPS such that the contoured volume has the same size as that of the chamber’s active volume.

Fifteen actual lung cancer patients’ IMRT plans, generated by the CORVUS IMRT planning system (North American Scientific, Inc., Chatsworth, CA, USA), were used in this study. The CORVUS TPS uses a pencil beam (PB) algorithm that is based on a radiological path length correction. Each plan used the MV photon beam of a Varian 21 EX linear accelerator (equipped with Millennium MLC) with a beamlet size of 1 x 1 cm2 and consists of 5 to 7 gantry angles. The same beam arrangements, fluence maps, and monitor units, were applied on the thorax phantom to generate hybrid QA plans for each patient.

Measurements

The first set of measurements was done by delivering all the patient plans to the homogeneous solid water phantom. The IC was placed at the plan’s isocenter. The plan’s isocenter was shifted such that the measurement point would correspond with the high dose target regions in the patient’s plan.

The CIRS phantom was set up for measurements in the treatment room and aligned to the BB’s using the lasers. Sets of measurements were then performed by placing ion chambers at locations inside lung, bone, and tissue inside the thorax phantom. Three identical Farmer-type IC chambers were used to measure the dose to the measurement points in the phantom. Followed the linac commissioning condition (depth of 5 cm, 10 x 10 cm2 field size, 100 cm SSD, and 100 cGy for 100 MU) a calibration procedure was used for each chamber to convert the chamber reading to dose in cGy. This was done by delivering 100 MU in a solid water phantom at a depth of 5 cm for 10 x 10 cm2 field size and then using the measured dose values as a conversion factor from charge to dose. The measured and calculated doses for each plan were normalized to the plan prescribed dose for the purpose of dose comparison.
The same phantom set-up was used for TLD measurements using 3 mm cylindrical TLDs. The TLDs were prepared for irradiation by annealing them at 400°C for 1 hr, then for 24 hrs at 100°C. Using special inserts TLDs were placed at same IC locations. After loading the TLDs in the phantom, the IMRT treatment plane is delivered. The irradiated TLDs were read by heating them to 100°C in a TLDs reader system. A Harshaw TLD reader Model 500A was used to read the TLDs. Measurements using TLDs were repeated 5 times and done for the first 5 patients. TLD dose measurements were also normalized to the plan prescribed dose for the purpose of dose comparison.

**Monte Carlo Simulations**

The Monte Carlo code MC SIM, the most recent version of the MCDOSE (Li et al., 2000; Ma, 2004a), was used to calculate the dose to the homogeneous water phantom and the CIRS phantom. The simulations were carried out using the following transport parameters: ECUT = 0.7 MeV, PCUT = 0.01 MeV and ESTEPE = 0.4. The measured average multi-leaf collimator (MLC) leaf leakage of 1.8% was used to simulate transmission through the closed MLC leaves. Beam transmission through the jaws was considered zero. A phase space file generated below the jaws for 40 x 40 cm² field size was used as the source for the photon beam (Aljarrah et al., 2006). Back scatter was corrected by calculating the fitting parameters of Jiang et al. for different fields at the linac calibration conditions (Jiang et al., 2001).

To convert the MC calculated dose per fluence to dose per MU, a calibration factor was calculated by performing a MC dose calculation with the same linac calibration conditions in water. The calibration factor was implemented in the MC SIM code to perform absolute dose calculation. Dose to material was determined for all simulations.

The fluence maps of the 15 hybrid treatment plans were exported from the TPS to the MC workstation. The MC SIM code reads the MLC leaf sequence file of the IMRT treatment plans generated by CORVUS to create the intensity map for each field. For phantom dose calculation, the simulated phantom was built from the phantom’s CT data with up to 128 x 128 x 128 voxels and 0.3 cm³ voxel size. 900 millions photon histories were simulated such that the uncertainty in Monte Carlo results was less than 2% in the target for all calculations.

**Process analysis**

A process is considered as any individual combination of equipment and procedures to obtain a result. A total of 11 processes were studied. These consisted of: 1) PB/IC using a solid water phantom, 2) MC/IC using a solid water phantom, 3) IC/MC using the CIRS phantom in lung, 4) PB/MC using the CIRS phantom in lung, 5) TLD/MC using the CIRS phantom in lung, 6) IC/MC using the CIRS phantom in tissue, 7) PB/MC using the CIRS phantom in tissue, 8) TLD/MC using the CIRS phantom in tissue, 9) IC/MC using the CIRS phantom in bone, 10) PB/MC using the CIRS phantom in bone, and 11) TLD/MC using the CIRS phantom in bone.

Control charts require that homogeneous subgroups are obtained from the process for the purpose of calculating the control limits. Each individual IMRT QA percent difference between measurement and calculation is considered as a homogeneous subgroup of size one. The percent differences for the different processes are calculated in the following way: for a patient with a prescribed target dose of D Gy/fraction, then the percent difference between the IC, (or PB or TLD) in the CIRS phantom is (IC - MC)/100/D; the percent difference between the PB (or MC) in the solid water phantom is (PB - IC)/100 / D.

Upper and lower control chart limits are given by

\[
UCL = \bar{X} + 2.66 \cdot \frac{mR}{\sqrt{n}} \quad \text{and} \quad LCL = \bar{X} - 2.66 \cdot \frac{mR}{\sqrt{n}},
\]

respectively where \( \bar{X} \) is the average percent difference and \( mR \) is the average of the moving range between successive percent differences. The upper and lower control charts limits for individual values (\( n = 1 \)) are calculated using the expressions

\[
UCL = \bar{X} + 3 \cdot \frac{mR}{\sqrt{n}} \quad \text{and} \quad LCL = \bar{X} - 3 \cdot \frac{mR}{\sqrt{n}},
\]

respectively where the bias correction factor \( d_2 \) is equal to 1.128 for the case \( n = 1 \) (Wheeler and Chambers, 1992).

When the data are normally distributed, the risk of a false positive is less than 1%, which is a property of the normal distribution. If the data do not follow a normal distribution, the risk of a false is still low but not equal to that of the normal distribution. All 15 cases from each process were used to determine the control limits. In the case of the TLD measurements, all 5 cases were used to determine the control limits. The average of the percent differences is designated as the process target, \( \bar{X} \) and is used for the center line of the control chart.

The capability indices \( C_{pm} \) and \( C_{cp} \) are commonly used to quantify process performance. Both of the indices need to be used together to adequately describe process performance. We elected to use the capability index \( C_{pm} \) (Chan et al., 1988) because, in one number, it accounts for both the proximity of the process to the target value as well as the magnitude of process variation. It is given by,

\[
C_{pm} = \frac{USL - LSL}{6 \sqrt{\frac{\sigma^2}{n} + (\bar{X} - T)^2}}
\]

where \( USL - LSL \) is the difference between the upper and lower clinical specification limits, is the variance, \( \bar{X} \) is the mean, and \( T \) is the target value for the process (0% for IMRT QA). Processes will have \( C_{pm} \) values greater than 1.33 if they are operating optimally (Pillet et al., 1997). Values less than 1.33 indicate that a process contains excessive variability compared to the specifications and/or the process is off target. In this work, IMRT QA process performance was compared against two different clinical specification limits, namely, 3% and 5%. The clinical specification limits represent the difference between a measured and calculated value, expressed as a percentage.

**Results**

Table 1 shows the results for the percentage dose difference for all 11 processes in this study. The largest average percent difference was for the lung PB/MC process at 5.8% with a minimum of -2% and a maximum of 11.4%. The average percent difference for all other processes was within 2%.

**Dosimetry in the conventional water-equivalent slab phantom**

IMRT plans of all the patients were first delivered to a rectangular homogeneous water-equivalent phantom as part of
the regular IMRT QA procedure. The dose was measured using the IC at the target isocenter and compared with calculations performed using MC and PB calculation. Figure 2 shows control chart for the percentage dose difference between IC measurements and both MC and PB dose calculation. The point dose calculation at the target isocenter for all the plans agree within 2 - 3% with the measured data in the homogeneous medium which is within the statistical uncertainty for MC simulations and IC measurements. The MC calculated dose at the target isocenter point agrees within 2% with the PB calculation.

Dosimetry in the CIRS heterogeneous thorax phantom

Percentage dose differences between the PB algorithm and IC measurements with respect to MC calculations were evaluated for all 15 patients in lung, tissue, and bone. The target location in the QA phantom was selected in regions corresponding to the target isocenter in the patient plans, and hence located in high dose regions. The PB calculated dose systematically overestimates MC calculations by about 6% in the lung regions. The difference between MC calculations and IC measurement are within 4% inside lung. The percentage dose difference between MC calculations and dose measured using the IC and TLDs in bone and tissue regions were within ±4% except for one IC/MC case in bone.

Process analysis

Table 2 shows the process capability index Cpm for both 3% and 5% clinical specifications. Neither process is capable of meeting the 3% clinical specifications for the solid water-based IMRT QA processes. Similarly, none of the IMRT QA processes using the CIRS phantom are able to meet the 3% clinical specification. At 5% specifications, both the solid water PB/IC and the CIRS phantom tissue TLD/MC processes are operating with Cpm greater than 1.33. Also shown in Table 2 are the clinical specifications that would be necessary for each process to achieve Cpm = 1.33 (the threshold value for an optimally operating process). These processes are able to meet clinical specifications ranging from 4.7% to 26.9%.

Figure 3a, Figure 3c show the control charts for the percentage difference between MC calculations, IC measurements, TLD measurements and PB calculations for all the patients at points located in lung, tissue, and bone respectively. Note that only the control chart limits for the PB/IC process is shown in each figure. All processes are operating in control.
Discussion

The overall goal of this work was to analyze different IMRT QA processes using a commercial heterogeneous phantom with different measurement tools and calculation algorithms. In particular, we used control charts and the capability index $C_{pm}$ to characterize process performance. Due to the retrospective nature of this analysis, it was not our intent nor was it possible to identify specific errors that were identified by the control charts or the capability index. However, we can point to some issues that may have contributed to the results.

Dose verification in inhomogeneous medium such as lung shows a difference between MC calculation and PB TPS calculation. Dose was previously verified in a slab geometry and for a single beam (Boyer and Mok, 1986; Metcalfe et al., 1993; Charland et al., 2003; Carrasco et al., 2004; Krieger and Sauer, 2005; Paclinch et al., 2005; Blazy et al., 2006; Tyagi et al., 2008). Other studies verified the dose in a thorax type phantom. Davidson et al. (2007) showed that the CORVUS pencil beam algorithm overestimated the dose by $10-15\%$ in tumor, heart, and cord relative to the measured TLD using an anthropomorphic phantom (Davidson et al., 2007). Ma et al. (2000) found $4\%$ dose difference between MC and Corvus in a cylindrical water phantom with various hypothetical target shapes. They also found Discrepancies of more than $5\%$ in the target region and over $20\%$ in the critical structures were found in some IMRT patient (Ma et al., 2000). Ma et al. (2000) verified IMRT dose accuracy in a homogeneous PMMA QA cylindrical phantom (Ma et al., 2003). In that study, $2\ cm$ diameter lung and bone cylindrical inserts were used to evaluate the dose to both mediums. They found $5\%$ discrepancy for one patient between MC and CORVUS in the bone insert. McDermott et al. (2003) showed a comparison between MC calculated dose using MCNP and CORVUS TPS in an anthropomorphic phantom (McDermott et al., 2003). They found up to $10\%$ difference in the high dose region and $5\%$ dose difference to the CTV between MC and TPS when the target was located in the right lung and mediastinum.

Some differences between the MC, PB, and TLD results (and their associated processes) may be attributed to the dose conversion from dose to medium to dose to water. PB-based algorithms calculate the dose to water while MC reports the dose to the medium. The differences as discussed by Siebers et al. (2000) are about 1, 10, and 13% for lung, bone, and air, respectively (Siebers et al., 2000). PB-based algorithms are based on path length correction which does not account for the lateral scattered dose.

Differences of MC and PB from measurements are due to the reasons that measurements are susceptible to fluence perturbations by the medium composition and medium interfaces. The reference calibration for ion chambers (water phantom, $10\times10\ cm^2$, depth $= 5$, SSD=100cm), for example, is not valid for IMRT fields in the presence of heterogeneities where lateral electronic disequilibrium may effect the chamber fluence correction factor. For single static IMRT field the correction factors could be as high as $10\%$ and requires a field dependent correction factor (Bouchard et al., 2004). The effect of the fluence factor is reduced when the measurement device is located in a flat dose gradient region.

There are many other sources of systematic errors such as...
dose grid resolution, MC statistical considerations (De Smedt et al., 2005; Isambert et al., 2010), and the location of bone and tissue measurement point in low dose volumes under the jaws that may present as a systematic error in the process of IMRT QA. These sources of error are a contributing factor to the variability observed in the results.

All 11 IMRT QA processes studied were in control. In practice, as soon as a result is obtained out of the control limits, then the physicist should immediately identify the reason for the systematic error (e.g., measurement setup, MC input parameters, etc.). The process target (mean value) was non-zero at approximately 0.6 - 0.7%, which could imply an error in the calibration or that other errors are present as well. Phantom setup and the daily variation of machine output should be within 3% so one might expect a process to perform within a 3 or even 5% specifications. However, from a process control point of view, the magnitude and frequency of errors that arise in the process can not be assumed to vary within any expected range. A process could produce a result within or outside those specifications at any time. This is because process performance depends on many additional factors some of which are known and others which are unknown. One is ultimately concerned with answering the question whether or not a process produces the same expected results over time. Control chart limits depend on the magnitude of case-to-case variation, which has been shown as an effective way to identify errors in a process.

It is important to identify what is the minimum necessary complexity for QA procedures to efficiently identify errors that indicate a plan may have a negative clinical impact on the patient. In order to achieve this, one requires a metric to indicate process performance against clinical specifications. We have used the capability index, $C_{pq}$. The results show (5th column of Table 2) that the processes of IMRT QA are largely not capable of meeting clinical specifications at either the 3% or 5% level. These results are specific to the equipment, protocol, and staff at the institution where the data was acquired.

There are some differences comparing the results using $C_{pq}$ to that of process ability as defined by Pawlicki et al. (2008A); Pawlicki et al. (2008B). For example, using the process ability at 3% and 5% clinical specifications, there are correspondingly 1 of 11 and 5 of 11 processes performing acceptability. In contrast, using $C_{pq}$ we find 0 of 11 and 2 of 11 of the processes performing acceptably for the 3% and 5% clinical specifications, respectively. Even 10% clinical specifications, only 9 of 11 processes perform acceptably. $C_{pq}$ is a more comprehensive indicator of process performance compared to process ability. Part of the reason for this is that the process ability is similar to the capability index $C_p$ and does not account for the proximity of the measurements to the target value. Standardization of capability indices is necessary to make this approach clinically useful and relevant across different institutions so that all institutions use the same capability indices when comparing process performance.

The capability analysis shows that sophisticated phantoms and calculation algorithms alone are not enough to ensure high quality IMRT lung treatments. Either the clinical specifications need to be relaxed or processes of IMRT QA need to be re-engineered to meet the demands of the clinical specifications.

Conclusions

In this study, the CIRS heterogeneous thorax phantom has been investigated for routine IMRT QA using different measurement and calculation methods. Dose to different locations in the phantom, measured and calculated using IC measurements, and PB calculations were compared with the MC simulations. The PB algorithm overestimated the dose in the lung as compared to measurements and MC simulations but showed good agreement inside bone and tissue equivalent material. Measurements showed good agreement with MC calculations for majority of the patients in lung, bone and tissues. The ability of the processes to meet clinical specifications was found to be limited, however, the results also indicate that additional refinements of the IMRT QA processes are required. This is especially true for calculations and measurements in lung-equivalent media. A process capability index ($C_{pq}$) was a useful quantitative parameter for comparing different processes of IMRT QA.
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