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Abstract

Taking advantage of the deep targeted sequencing capabilities of next generation sequencers, we have developed a novel two step insertion deletion (indel) detection algorithm (IDA) that can determine indels from single read sequences with high computational efficiency and sensitivity when indels are fractionally less compared to wild type reference sequence. First, it identifies candidate indel positions utilizing specific sequence alignment artifacts produced by rapid alignment programs. Second, it confirms the location of the candidate indel by using the Smith-Waterman (SW) algorithm on a restricted subset of Sequence reads. We demonstrate that IDA is applicable to indels of varying sizes from deep targeted sequencing data at low fractions where the indel is diluted by wild type sequence. Our algorithm is useful in detecting indel variants present at variable allelic frequencies such as may occur in heterozygotes and mixed normal-tumor tissue.

Introduction

Recent advances in DNA sequencing technologies are revolutionizing genetics and genomics [1]. Improvements in next generation DNA sequencers have dramatically increased the output of sequence and, as a result, enabled large scale resequencing studies to determine, en masse, polymorphisms, rare variants and somatic mutations. As a result, many groups are pursuing the analysis of specific gene sets from the genome using deep targeted resequencing. This involves selectively enriching specific gene targets and sequencing these genes with very high fold coverage in the hundreds if not higher. An important category of genetic variation is insertions/deletions (indels), which represent a significant proportion of the genetic diversity of the human genome. Likewise, indels account for approximately 7% of the coding region mutations in some cancers, as the recent study of all of the known coding regions of colorectal and breast cancers demonstrated [2]. The detection of indels in specific genes is of particular interest given their effects in producing stop codons, out-of-frame coding changes or splice site alterations, all of which have dramatic effects on normal protein function [3].

For normal germline genomes, heterozygote indels are typically represented among approximately 50% of the sequence reads from a given gene target. However, there are many examples where samples are mixed and a particular indel may be represented in lower fraction compared to the wild type sequence. This commonly occurs in cancer where normal tissue may dilute cancer genomic regions and viral genomes where mutations may be specific to a specific sub-strain. A number of next generation sequencing alignment tools for single read alignment have been specially developed for next generation sequencers [1,3]. The majority of these alignment tools can detect mismatches secondary to single nucleotide polymorphisms (SNPs) and small indels [3]. However, these rapid alignment tools may lack sensitivity to detect indels of varying frequencies from heterozygotes and heterogeneous mixtures of genotypes as occurs in tumor mixed with normal tissue and require additional post-alignment processing for indel discovery [3].

Given the need for improving the detection of indels from deep targeted resequencing data of gene subsets, we developed a two-step indel detection algorithm, hereafter referred to as IDA, which is capable of using single read alignment results and detecting indels at lower fractions than is what typically seen in normal germline genome sequencing. Leveraging the increased output of next generation sequencers, IDA relies on very high fold coverage in the hundreds of specific regions and is particularly useful for targeted resequencing data sets of specific genes. First, IDA identifies a set of candidate indel positions by taking advantage of sequencing depth aberrations and a characteristic pattern of mismatches produced by fast sequence alignment algorithms. Second, IDA uses the Smith-Waterman algorithm (SW) to confirm the presence of indels in the vicinity of each candidate position. Overall, the advantages of our algorithm include: 1) detection of indels of variable sizes from sequence data, 2) detection of indels that are carried by only a fraction of the cells, as might occur in mixed tumor-normal tissues with somatic mutations, 3) straightforward integration at the end of rapid alignment processes. IDA is particularly useful in targeted resequencing applications in which specific regions of the genome as with PCR amplicons are being sequenced with very high fold coverage to identify mutations at higher sensitivity.

Methods

Genomic DNA samples

The PhiX174 control sample provided with the Illumina sample preparation kit. Genomic DNA was extracted from three colorectal cancer cell lines with known indels locationed in exons 7, 8 and 9 (HCA7, SW1417 and COLO741). A fourth cell line without indels...
in these specific TP53 exons was also sequenced (COLO201). The
colorectal cancer cell lines were grown with 10% FBS (Autogen Bioclear,
Wiltshire, U.K.) and 6 mM L-glutamine. All cultures were mycoplasma
free and maintained in a humidified atmosphere with controlled CO2
content as indicated. Genomic DNA was extracted from the colorectal
cancer cell lines by using the DNeasy Tissue Kit (Qiagen, Crawley,
U.K.) following the manufacturer’s protocols. Genomic DNA was
isolated from peripheral leukocytes using the Gentra genomic DNA
preparation kit (Minneapolis, MN).

PCR amplification of TP53 from colorectal cancer cell lines

Two sets of primers were designed to amplify exons 7, 8 and 9 of
TP53 (Supplemental Table 2). One amplicon covered exons 7 and
while the second amplicon covered exons 8 and 9. The standard PCR
was in a volume of 50 μl containing 50 ng template DNA, 10 pmol of
each primer, 0.25 mM each dNTP, 2.5 mM MgCl2, 5 units of AmpliTaq
Gold (Applied Biosystems), 1×Taq Gold buffer (Applied Biosys-
tem), and the appropriate volume of H2O. The following PCR program
was used to amplify the exons: 1 cycle of denaturation (12 min at 95°C), 15
cycles of denaturation (95°C for 30 s), annealing temperature (T m;
+7.5°C for 30 s, with -0.5°C per cycle), and extension (72°C for 30 s),
followed by 20 cycles of denaturation (95°C for 30 s), annealing (T m,
30 s), and extension (72°C for 30 s), and a final extension cycle of 72°C
for 10 min.

DNA sequencing

The samples were processed according to the manufacturer’s
specifications. This included the fragmentation step prior to preparation
of the sequencing libraries. The sequencing flow-cell was processed
according to the Illumina Cluster Station protocol and the sequencing
protocol. Images were collected and after the run, image analysis, base
calling and error estimation were performed using Illumina sequencing
software (vs. 0.2.2.6).

Data sets

For the initial development of IDA, we used sequence data
sets from two sources. The first was generated from the previously-
described sequencing of the phiX174 genome. We chose a subset of
sequence reads covering 50 separate positions, each spaced 100 bp
apart and ranging from positions 100 to 5,000 in the phiX174 genome
sequence (GI:9626372). For each subset of sequence reads covering
the 50 positions, 25%, 50% or 100% of the sequence reads had a 1, 2 or
3 bp insertion randomly introduced. We refer to these introduced indels
as “spiking” and the percentage of indel-containing reads as the spike
fraction. The same insertion was used for each member of a given subset
aligning with a specific position in the phiX174 genome. We used a
similar approach to generate 1, 2 or 3 bp deletions. For the second
data set, we simulated a random 10.1 Kbp sequence and created 20,000
Sequence reads randomly positioned from this simulated reference
sequence. To simulate sequencing errors, 1 random mismatch was
introduced in each fragment. This corresponds to a ~3% error rate and
is significantly higher than what we typically observe in real
sequencing data. The distribution of the introduced mismatches within
individual sequences is intended to mirror what we have observed in
real sequencing data sets. Finally, for this simulated data set, we
introduced indels at 100 coordinates spaced 100 bp apart from position
100 to 10,000. Only results for the 50% spike ratio are reported. For
final confirmation of the utility of IDA on a human genomic sample,
we analyzed sequence reads from amplicon sequencing of the TP53
gene as derived from colon cancer cell lines.

Definitions, notations and functions

To simplify our description, we will assume that the read data
comes from the forward strand (3’-5’ direction) only. There is no loss of
generality in making this assumption since sequence data which comes
from the reverse strand can be treated as ata coming from the forward
strand by using its reverse complement.

X will be used to refer to the reference (long) sequence against
which we are aligning our sequence data. The bases in X take their
values from a 4-letter alphabet \( \Lambda = \{A, C, G, T\} \). The base at the \( n \)
position in the reference will be referred to as \( X_n \). For \( j \geq i \), \( X_j \)
will be used to refer to the consecutive bp of X that start at position i
and end at position j. Thus, for example, if our reference sequence is ‘AAAGTC’,
then \( X_3 = G \) while \( X_4 = AGT \).

We will use \( y \) to represent the individual read. In this analysis,
we found that improved results can be obtained if the 8 bp on either side
of the sequence are ignored in computing the depth function, and only
the middle portion is taken. Thus, we define \( \hat{y} \) to be the middle portion
of the read, and \( y \) to be the original read containing the end positions.
Here, it will be convenient to give an arbitrary order to the sequenced
reads and let \( y_i \) denote the \( i \)-th read obtained by the sequencer. Note that,
in contrast to the convention for \( X, y, \hat{y} \) here refers to a sequence of
bases rather than just 1 bp. Let \( S \) represent the set of reads obtained by
the sequencer and let \( N \) represent the total number of reads obtained
in one sequencing run/analysis that have been aligned successfully to
X by a rapid alignment process. Hence, \( S = \{ y_1, y_2, \ldots, y_N \} \).
The notation \( y_i \) at \( k \) refers to base k from (truncated) sequenced read \( i \). Here,
the position index \( k \) is taken with respect to the reference sequence \( X \)
and we allow \( y_i \) to take on values in a 5-letter alphabet \( \Lambda' = \{A, C, G, T, \phi\} \)
where \( y_i \) if the sequence \( y \) does not align to \( X \) at the \( K \)-th position.
Hence for example, if \( X = AGGTTC \) and \( GTT \) is aligned to \( X \) at position 3,
then we can think of the sequence representation for ‘GT’ as \( y = \phi \phi \phi GTT \).
The largest element of a vector: For \( x \in \mathbb{R}^n \), we let \( x_\max \) denote the
\( \max \) of the sequence \( \max \{ x_1, x_2, \ldots, x_n \} \). This is taken with respect to the
reference sequence \( X \). We define the sequence depth function as \( d(k) = | \{ y_i \in S | k \in Y_i \} | \).
As per standard convention, if \( S \) is a set, then \( | S | \) denotes the
cardinality of the set. We further define several processes that run along
the sequence \( X \): We define the sequencing depth function as \( d(k) = | \{ y_i \in S | k \in Y_i \} | \).
As per standard convention, if \( S \) is a set, then \( | S | \) denotes the
cardinality of the set. We further define several processes that run along
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As per standard convention, if \( S \) is a set, then \( | S | \) denotes the
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As per standard convention, if \( S \) is a set, then \( | S | \) denotes the
cardinality of the set. We further define several processes that run along
the sequence \( X \): We define the sequencing depth function as \( d(k) = | \{ y_i \in S | k \in Y_i \} | \).
As per standard convention, if \( S \) is a set, then \( | S | \) denotes the
mismatches from the reference. For our algorithm, they are not explicitly configured for detecting indels. The key observation is that only a subset of sequence reads containing an indel can align to the reference. The sequence reads (containing an indel) that do align are comprised of those where the number of mismatches caused by the additional (insertion) or missing (deletion) bp(s) are within the limit allowed by the settings of the alignment program. Hence the mismatches are found at one end of the sequence (at the position of the indel and beyond as in Figure 1). The neighborhood of the indel exhibits two specific properties which we exploit in the first step of the algorithm.

1. The sequencing depth \( d(k) \) (bp fold coverage) drops significantly around the indel location as compared to a sequenced region not containing an indel because only a limited subset of sequences align secondarily to edge effects. The magnitude of the drop in depth increases with the proportion of reads containing the indel compared to the complete data set. The width of the drop depends on whether the indel is a deletion or insertion. Let \( L \) be the length of the sequenced reads. Consider the case of an insertion at point \( t \). As shown in Figure 1, the depth is expected to drop linearly starting at \( t-L \), reaching its lowest value at \( t \), and rising linearly to its normal value at \( t+L \). This follows simply from the definition of \( d(k) \) as the sum of the number of reads whose starting position falls within the window \([t-L,t+L]\), and thus an indel at \( t \) disallows alignments to the reference except those causing edge effects. The case of deletions is more complex. Let the deletion start at \( t_1 \) and end at \( t_2 \) in the reference genome. As shown in Figure 1, the depth drops linearly starting at \( t_1-L \), reaching its lowest value at \( t_1 \), stays at this lowest value until \( t_2 \), then rises linearly to its normal value at \( t_2+L \). Thus, unlike insertions, the width of the drop in depth depends on the width of the deletion.

2. Of aligned sequence reads, the proportion with mismatches at their edges increases significantly around the indel location. For insertions, this increase occurs immediately to the left and right of the point of insertion in the reference genome. For deletions, this increase occurs immediately to the right of the start and immediately to the left of the end of the deleted segment. If the mismatch is caused by an indel, as opposed to a sequencing error, then the highest mismatch letter count \( m_{\text{max}}(k) \) should be much higher than the second highest mismatch letter count \( m_{\text{max}}(k) \).

To ensure that reads can adequately cover regions greater than 50 bp, the majority of next generation sequencers typically require a random fragmentation of the target DNA template. A number of extrinsic factors such as sequencing protocol variation influence the fold-coverage of any given region of sequence and the appearance of mismatches. As a result, for any given sequencing run, the sequencing depth and mismatch vector fluctuate significantly across positions in \( X \), regardless of indels. To compensate, we normalize the sequencing depth and mismatch vector to make them comparable across the regions being sequenced. We found that the local median smoothed values, \( d(k) \) and \( m_{\text{median}}(k) \), provide an adequate control. Thus we define the local median smoothed depth function as:

\[
\hat{d}(k) = \text{median}(d(j) : j \in [k-k < w_r \) and the local median smoothed mismatch count as \( m_{\text{median}}(k) \in [k < w_r \). In defining the median smoothed depth \( \hat{d}(k) \) and mismatch vector \( m_{\text{median}}(k) \), we rely on pre-specified window sizes \( w_r \) and \( w_m \) respectively. In Supplemental Materials Section 3, we show that \( w_r \) and \( w_m \) should be chosen to be larger than 2L, where \( L \) is the read length. We will also show empirically that our method is robust with respect to values of \( w_r \) and \( w_m \) greater than 2L.

From this, we now define the normalized depth to be

\[
\hat{d}(k) = \frac{d(k)}{\hat{d}(k)}
\]

and the normalized mismatch vector to be

\[
\hat{m}(k) = \left[ \frac{m(k)}{m_{\text{median}}(k)} \right] \times \hat{d}(k)
\]

where the factor \( \frac{m}{m_{\text{median}}} > 2m \) is an indicator function which checks that the highest mismatch base count is more than twice the second highest mismatch base count as previously described.

In step 1 of IDA, the indel detector function is derived as follows. As noted in the results, we provide evidence that \( \hat{d}(k) \) decreases and \( \hat{m}(k) \) increases near the position of indels. To make use of the information value of both these effects, a window-smoothed ratio function \( f(k) \), defined as follows, is used:

\[
f(k) = \sum_{j=k-w_r}^{k+w_r} \hat{m}(j) / \hat{d}(k)
\]

should increase near an indel location. \( f(k) \) is referred to as the "indel detector" function. The first step of the algorithm identifies candidate indels to be all locations \( k \) where \( f(k) > f_{\text{THRESH}} \) for a predetermined threshold \( f_{\text{THRESH}} \).

In step 2 of IDA, SW is used to confirm candidate indel location. From the set of reads that did not align in the initial MAQ alignment, IDA first identifies those individuals reads that match the flanking regions of the candidate position. IDA does this for each candidate indel position generated from step 1. This subset \( S_0 \) of reads is then aligned using SW against a short segment of the reference sequence comprising the candidate position. We use the candidate indel position \( p +/- 40 \) bp. A candidate position is deemed confirmed if SW aligns more than \( M \) (we have used \( M=4 \)) out of the \( S_0 \) reads with the reference segment while introducing a shared indel less than 5 bp from position \( p \) and with fewer than two mismatches. By shared indel we refer to SW introducing an indel in the exact same position in more than \( M \) instances. That position, which may differ from the candidate position, defines the confirmed indel position.

**IDA Pseudo-code**

**First step**

Inputs: \( X \), window sizes \( w_r \) and \( w_m \), and \( f_{\text{THRESH}} \) threshold \( f_{\text{THRESH}} \), sequence

![Figure 1: Principle of the indel detection algorithm.](image)

Sequence reads are processed using a rapid alignment program (e.g.: MAQ, or ELAND) configured for identifying only mismatches. Green lines represent sequence reads which align through an edge effect. Red lines represent reads which fail to align. The position of the indel is indicated by an arrow (insertion) or a box (deletion). A portion of the sequences align through their edges and are reported erroneously as containing multiple mismatches. Most of the reads with an indel located in the center of the sequence fail to align. This causes the depth to drop in the region flanking the indel and the mismatch rate to rise at its boundaries, as shown in the example plots. These plots are example regions taken from the phix174 spike-in study.
data S Outputs: SUSPECT, the set of candidate indel locations

For \( k = w_f + 1, \ldots, T - w_f \), where \( T \) is the length of the reference sequence, compute the
function \( f(k) \) as defined above.

Let \( \text{SUSPECT} \leftarrow \{ k : f(k) > f_{\text{THRESH}} \} \)

**Second step**

Inputs: \( X, \text{SUSPECT}, S_p, M \)

Outputs: \( \text{INDEL} \), the set of indel locations

\( \text{INDEL} \leftarrow \text{EMPTY} \)

For all \( k \in \text{SUSPECT} \) do

\( \text{testseq} \leftarrow X_{k}^{k+w_f} \)

For all \( y_i \in S_p \) do

Align \( y_i \) and testseq using Smith-Waterman (SW) algorithm.

end for

if more than \( M \) \( y_i \) align to testseq with less than 2 mismatches and with shared indel interval \( [p, q] \), then

\( \text{INDEL} \leftarrow \text{INDEL} \cup \{ [p, q] \} \)

end if end for

**Results**

**Algorithm description**

IDA is applied to postaligned data. These tools report alignment positions and mismatches from the reference and are not explicitly configured for detecting indels. Our careful examination of alignment results in the vicinity of indels revealed two artifacts that are the basis of step 1 of the IDA algorithm (Figure 1). First, the fold coverage, otherwise referred to as sequencing depth, \( d(k) \), drops around the 9 indel locations. Most indel-containing reads fail to align when the indel is located close to the center of the read. Second, a subset of indel-containing reads align to the reference through "edge effects" where the indel is located at one end of the reads. The size of this subset depends on the tolerance limit for mismatches of the alignment program. As shown in Figure 1, as a result of this edge effect, the overall sequencing depth does not drop to zero even in the presence of an indel. We define an indel detector function, \( f(k) \), which is a ratio of the normalized depth to the normalized mismatch functions (for more details, see Methods).

In the vicinity of indels, \( f(k) \) increases, thus identifying candidate indel positions. For the indel detector function, \( f(k) \), we calculate the sequencing depth using only the middle portion of each read, trimming eight bases at either end of the sequence read. As a result, this specialized variation on the depth function does drop to zero in the presence of an indel when that indel is present in 100% of the reads. We found that this substantially improves the sensitivity of the algorithm.

In step 2 of IDA, we confirm the presence of indels in the vicinity of the candidate positions that were identified in step 1 using the indel detector function. The confirmation utilizes a gapped alignment procedure such as the SW algorithm. The second step of IDA focuses on the subset of reads that completely failed to align. SW is used to align these reads on the short segments of reference sequence surrounding the candidate indel positions. A candidate indel is confirmed if at least \( M \) of the reads that align to its neighborhood shares a common gap. Step 2 of IDA uses only a limited number of reads from the set of sequenced reads and a small segment of reference sequence encompassing the putative

indel position. Because the requirements of a SW-based computation are proportional to these two aforementioned factors, IDA achieves a commensurate reduction in computation time. More details of the IDA algorithm, including computation of the indel detector function and parameter settings are reported in the Methods.

**Receiver operating curve (ROC) analysis of the algorithm**

We evaluated the performance of IDA on an experimental data set generated from an Illumina Genome Analyzer (Table 1) and on *in-silico* generated sequence reads (Supplemental Material Section 2). For the experimentally generated reads, we used a portion of the data produced in a single lane of sequencing of the phiX174 genome (76,247 reads). This subset resulted in average sequencing fold coverage of 396 based on the 5,386 bp size of phiX174 genome. For our ROC analysis, a large number of conditions were tested repeatedly, justifying the use of a subset of the complete sequence generated from an entire run. However, we found that IDA runs on a complete data set from an Illumina Genome Analyzer sequencing lane (typically >10 million sequence reads) in approximately 50 seconds (Supplemental Material Section 1). We identified reads overlapping with 50 locations spaced at 100 bp intervals across the phiX174 genome. For each location, an indel 1, 2, or 3 bp in length was randomly introduced among 100%, 50% or 25% of the reads covering these specific locations. This distribution models a diploid homozygous indel (100%), a diploid heterozygous indel (50%) or a somatic heterozygous indel (25%) present in a tumor where the tumor tissue contains a heterozygous somatic indel but tumor represents only 50% of the sample. We refer to the introduced percentage of indel-containing reads as the "spike fraction". The entire sequence data set including the indel-containing reads were aligned against the phiX174 reference genome. The alignment results were parsed then submitted to the indel detection algorithm. As per the

Table: Results of 1 bp insertion spike-in study on phiX174 sequence reads.

A subset of sequence reads representing approximately 76,000 sequence reads were obtained from one lane of sequencing of phiX174. Insertions and deletions were introduced in 100%, 50% and 25% of the Sequence reads covering discrete locations in the phiX174 genome. These indels were introduced at positions 100 bp apart starting at position 100 and ending at position 5000 of the phiX174 genome. As noted from columns left to right, for insertions and deletions we report separately the length of the introduced mutation, the percentage of sequence reads with an introduced mutation, the number of tested candidates, the number of true positive (TP) indels among the tested candidates, the number of predictions made by the second step of the algorithm, the sensitivity and the specificity of the prediction.
algorithm, a confirmed indel fulfilled the following criteria: 1) passing the threshold level generated by the first step, 2) confirmation by SW in the second step and 3) SW identification of a shared indel within 5 bp of the introduced indel position. In order to compare data sets containing different number of indels such as those listed in Table 1 and in Supplemental Table 1, in each case, up to eight candidate indel positions were submitted for the second step of the algorithm for each true indel position.

The receiver operating characteristic (ROC) analysis (Table 1) shows that indels within 1 to 3 bp in length are detected with high sensitivity. Even at an indel spike fraction of 25%, we observe sensitivities of 54% or better for indels 1, 2, or 3 bp in length. At 100% spike fraction, sensitivities were 100%. Specificities of approximately 100% are observed for all sizes and spike ratios. This high specificity is imparted by SW in the second step of the algorithm. Except for the computational cost, one could reach higher sensitivities even in the 25% spiked indel proportion simply by testing more candidates.

Detecting variable length indels

We examined the sensitivity of detecting indels of variable length (Supplemental Table 1). Deletions varying from 1 to 28 bp and insertions from 1 to 3 bp in length are efficiently detected. Setting the extend gap parameter of the SW algorithm to zero is important to allow confirmation of deletions greater than 3 bp but does not apply to insertions greater than 3 bp (Supplemental Material Section 2). Large insertions are readily detected by the first step of the algorithm but SW is limited in confirming the exact location due to the short read lengths (Figure 2). One potential approach to improve the detection of large insertions is the use of a localized assembly for the second step instead of SW.

As noted in Figure 1 and in the Methods, for deletions the width of the drop in depth depends on the length of the deletion. Thus, for longer deletions larger window sizes would yield higher sensitivity. We show that these values should be set to at least 2L (where L is the length of an individual read), and that our method is reasonably robust to values significantly beyond 2L (Supplemental Material Section 3).

Setting the threshold for the first step of the algorithm

In the ROC analysis described above, we evaluated IDA’s performance by testing a variety of candidate positions for each dataset. When using IDA to detect a putative indel in a new dataset the question of the choice of a threshold \( f_{\text{THRESH}} \) for the detector function arises. For step 1 of IDA, \( f_{\text{THRESH}} \) is set considering the desired computation time and sensitivity of step 2. Unlike classical statistical decision problems, our algorithm is very tolerant of false positives from the first step of the algorithm because false positives are eliminated by SW in the second step. Thus, traditional considerations such as false discovery rate or family-wise error rate are not optimal approaches in determining an optimal \( f_{\text{THRESH}} \). Instead, we suggest the following approach. First, take the top N (e.g. \( N=200 \)) positions with highest value of \( f(k) \) and pass these through the second step. If at least one of the positions is confirmed, take the next set of N positions and repeat. This process is iterated until indels are no longer confirmed.

Computation complexity and tradeoff

Step 1 of our algorithm is rapid and requires \( O(T) \) time with \( T \) being the length of the reference sequence. The computational time cost of the step 2 depends on the number of candidate indel locations generated by the first step. By having a sufficiently large threshold value, \( \alpha \), we can reduce the false discovery rate (FDR) and therefore, reduce the number of candidate locations. Letting \( \gamma \) denote the fraction of reference sequences identified, \( \gamma T \) would then be the total number of sites that we would have to match to the non-aligned sequences using SW algorithm. Let there be \( R \) non-aligned sequences, then the computational complexity of the second pass is \( \gamma T R n \), where \( n \) is the length of a given read. Hence, it is clear that the proposed algorithm will only be fast if \( \gamma \) is small. As the frequency of indel occurrences is rare in a typical human genome sequence, \( \gamma \) is dominated by the FDR. While we can decrease the FDR by increasing \( \alpha \), this may also result in missing a true indel.

Using the normalized depth as an indicator of homozygous, heterozygous or variable ploidy indels

We examined the behavior of the normalized depth \( \bar{d}(k) \), and the normalized mismatch rate \( \bar{m}_{\text{SNR}}(k) \) in the presence versus the absence of spiked insertions (Figures 3 and Figure 4). As shown in Figure 3, the normalized depth decreases and the normalized mismatch rate increases with the spike fraction. We used these two quantities to build a classifier for distinguishing between homozygous and heterozygous germline indels and estimated the percentage of cells that carry the indel in a data set that simulates a heterogeneous mixed tumor/normal sample. We relied on the same phiX174 data set as previously described.

If the sequence data set represents a mixture of normal cells and tumor cells, a quantity of interest would be the proportion \( p \) of tumor cells that carry an indel. Using the read indel fraction as an indication of \( p \), the proportion of an indel (which can be treated as a continuous parameter) can be practically estimated. For this task we propose a logistic regression approach. Let \( E(k) \) be the event that there is an indel at location \( k \). We assume the following:

\[
\logit\left( \frac{p_E(k)}{1-p_E(k)} \right) = \alpha + \beta \tilde{d}(k) + \delta \tilde{m}(k)
\]

where \( \logit(\cdot) = \log\left( \frac{\cdot}{1-\cdot} \right) \) is the logit function. Given training data obtained from a spike-in study with a continuous range of spike

**Figure 3: Sequencing depth of phiX174 sequence.** A portion of phiX174 genome is shown covering positions 1-500 as seen on the Y axis. The X axis represents sequencing depth. The blue curve shows data for the 50% spike ratio, while the green curve shows the depth of the data set without any indels. The positions of the spiked indels, occurring in multiples of 100, are marked by a star (*). The sequencing depth at the indel location dips accordingly.

**Figure 4: Normalized depth versus mismatch rate for spiked indels.** Each data point represents a 1 bp insertion. The X axis represents the normalized mismatch rate [1] \( m[k] \) and the Y axis represents the normalized sequencing depth \( d[k] \). Results for insertions and deletions 1, 2 and 3 bases in length are similar. Data points are colored accordingly by spike ratio.

**Figure 5: Normalized depth versus mismatch rate for 50% and 100% indels.** The empty triangles are the training data, the filled triangles are the test data. The X axis represents the predicted spike faction \( \hat{p} \) and the Y axis represents the normalized sequencing depth \( d[k] \). The red points are the 50% spiked indels, the blue points are the 100% spiked indels. One of the 50% spiked insertions is misclassified. The black line is the linear classification boundary as defined by the following: 197 [1] \( m[k] + 0.5 \cdot d[k] + 77=0 \).

**Figure 6: True versus predicted spike fraction on the test data set created with a 1 bp insertion.** This plot is typical of short insertions of other lengths. The X axis represents the predicted spike fraction \( \hat{p} \) and the Y axis represents the actual spike fraction (12, 25, 50, or 100 percent). The average absolute error is 6.9 %, with the largest errors in the 50% and 25 % group.

Consider the case where the sequenced sample is assumed homogeneous and we are interested in classifying a detected indel as homozygous or heterozygous. Given a training phiX174 data set obtained from a 100% and 50% spiked data set as previously described, we fit a linear discriminant classifier that decides whether an indel is 50% or 100% according to its depth, in spite of the normalization described in the Methods, was lower than expected. The average misclassification rate based on 100 random 50/50 splits is 0.5 %.
fraction, the parameters $\alpha$, $\beta$, and $\gamma$ can be estimated. Let $\hat{\alpha}$, $\hat{\beta}$, and $\hat{\delta}$ be the estimated parameters. Then, given a new sample processed through the same experimental protocol, the estimated fraction of the cells containing an indel at location $k$ would be denoted by

$$\hat{p} = \exp(\hat{\mu}) / [1 + \exp(\hat{\mu} + \hat{\beta}(k) + \hat{\delta}m(k))]$$

As illustrated in Figure 5, there is a larger spread in normalized mismatch rate for the lower than for the higher spike fractions. Thus, we expect the estimated fractions $\hat{p}$ to be more accurate for the higher spike fractions. As in the case of the linear classifier for homozygous versus heterozygous indels, we divided the spiked data set into training and test, each containing 50% of the points, and used the model fitted on the training set to estimate the spike fractions for the test set. Figure 6 plots the true fractions versus the estimated values. While the true fractions fall into discrete groups of 12%, 25%, 50% and 100%, the estimated fractions are continuous. This is a consequence of our model and is desirable in real life settings, for example where a specific sample may contain mixed normal and tumor tissue with arbitrary fractions. The average absolute error in prediction is 6.9% with the largest errors in the 50% and 25% group. The average absolute error in prediction of each class is 6.3%, 8.1%, 12.2% and 4.0% respectively for the 12%, 25%, 50% and 100% spiked fraction classes.

Detecting known indels in multiplexed sequencing data of colorectal cancer cell lines containing TP53 mutations

To determine the sensitivity of IDA for indel mutations from human genomes, we sequenced TP53 exons 7, 8 and 9 from three colorectal cancer cell lines containing known indels in these exons [5]. A cancer cell line not containing any indels in these exons was also sequenced as a control. These exons were PCR amplified, pooled for each sample and subsequently sequenced in an Illumina Genome analyzer. The sequence reads were aligned and submitted to IDA (Figure 7). The algorithm correctly predicts deletions of 1 and 14 bases in lines HCA7 and SW1417 respectively. It also predicts a 2-base insertion in Colo741. Indels present in SW1417 and Colo741 are known to be heterozygous and cause a very deep drop in the sequencing depth. The one base deletion present in HCA7 is heterozygous and causes a much shallower drop in the fold coverage. The detector function however does rise above background even in HCA7 and the presence of the deletion is confirmed by SW. We also tested an alternate confirmation method. We simply identified the sequence reads perfectly matching a 6 base string upstream and downstream of the candidate positions and checked whether those two strings are equidistant in the reference and in the majority of the sequence reads derived from that region. The difference between these distances is the size of the indel. This method is faster and more direct than SW and is preferable when analyzing large datasets.

Discussion

For next generation sequencing, detecting indel variants from targeted resequencing data has challenges regarding accurate detection. In the case of complex samples where an indel is represented at lower fractions to compared to the wild type reads, sensitive and accurate detection of indels is difficult. Some alignment programs are optimized for fast alignments and only detect mismatches. Others can directly detect indels in addition to mismatches but do so at a cost of a very large increase in time and memory requirements. We have described here a novel algorithm, IDA, which uses two specific features produced by rapid alignments programs to vastly reduce the computational requirements and identify with high sensitivity and specificity of variable sizes including indels less than 20 bp in size. Using single read sequences, the algorithm uses the result of an initial mismatch-only alignment as input. Given its flexibility it can be readily incorporated in a single read sequence analysis pipeline that generates an initial alignment and in the future, we will develop a standalone application for this purpose. While we initially tested our algorithm for detecting indels on sequence reads generated from an Illumina Genome Analyzer, the same approach should be applicable to all other next generation sequencers with short reads.

In terms of computation requirements, IDA was developed and run locally on a standard PC (Windows XP, 2.1 GHz, 1 GB RAM). The first step of the algorithm runs in linear time proportionate to reference sequence length, and runs almost instantaneously on the phix174 genome. In processing a full size data set representing a sequencing lane from an Illumina instrument (e.g. 13 million reads), the second step of the algorithm takes approximately 50 seconds per candidate position tested. It detects both deletions ranging in size from 1 bp to the size of the read length and insertions up to 3 bp in length. Using a straightforward linear classifier, we show that it is possible to discriminate between heterozygote versus homozygote indels. There are obvious advantages to detecting heterozygote indels based on recent surveys of the diploid human genome among other organisms with more complex genomes [6]. We feel that this basic level of genotype discrimination represents a potentially useful and important application of our algorithm. We also
demonstrate that IDA can detect indels present in only a portion of the sample, suggesting it will be possible to detect indels in mixed samples. This represents a major advantage of IDA for analyzing sequencing data sets derived from heterogeneous sources such as tumors where a fraction of normal tissue among the tumor creates complex fractional representations of indels.

A major limitation of IDA is that insertions approaching the read length in size are detected by the first step of the algorithm but are not confirmed by SW. To improve this deficiency, one could conduct a localized assembly, for which there are a variety of tools available for reads [1]. For future development of IDA, we plan on testing localized assembly using some of the current tools such as VELVET [7].
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