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Abstract
Diagnostic test studies are receiving increasing attention, but are rather challenging to identify efficiently and reliably. Health care professionals seek information regarding the best available evidence on test accuracy, and there is also a growing requirement to understand the measures of diagnostic tests. An outcome of epidemiological studies, diagnostic tests, and comparative therapeutic trails are often presented in the form of 2 x 2 tables. The analysis of these tables and its significance must be interpreted correctly, so as to answer the clinical research questions of the studies. This article discusses about the measures which could be derived from a 2x2 table format, for a diagnostic test situation, where the interest is to observe the relationship between two qualitative (nominal) variables.
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Introduction
Presenting the results of any research study in a table form is an integral part of statistical analysis. A 2 x 2 table (two rows and two columns) is an essential tool to present the data of epidemiological studies, diagnostic test evaluation studies, and studies related to therapeutic comparisons. For a 2 x 2 table, the terms four-field table, contingency table and cross table are also often used. Notation of a base 2 x 2 table is given in (Table 1).

Similar format and considerations of 2x2 tables apply to diagnosis, prognosis and therapy. For more details, reference can be made to Felcher et al (1), Altman (2) and Campbell et al (3). Apart from the statistical tests ( Yates-corrected chi-square, the Mantel Hansel chi-square and the Fisher’s exact test), other measures relevant to 2 x 2 table are : (i) the analysis of risk factors (odds ratio, relative risk, absolute and relative risk reduction and number needed to treat) (ii) the analysis of effectiveness of a diagnostic criterion for some condition of interest (sensitivity, specificity, + ve and -ve predictive values, + ve and -ve likelihood ratios, diagnostic accuracy, diagnostic odds ratio and Youden’s index) (iii) measures of inter-rater reliability and (iv) other measures of association such as contingency coefficient, Cramer’s phi-coefficient and Yule’s Q. Bewick et al (4) reviewed the statistical tests related to qualitative data and tests of association. This article illustrates the statistical measures relevant to diagnostic test situation from a 2 x 2 table, which are applied in all disciplines of clinical medicine.

What is a Diagnostic Test?
The aim of a diagnostic test is to confirm the presence or absence of a disease. The clinical performance of a diagnostic test is entirely based on its ability to correctly classify subjects into relevant sub groups. This test helps to find, if a person tests positive, what is the probability that the person really has the disease/condition, and if a person tests negative, what is the probability that the person is free of disease/condition? When new diagnostic tests are introduced, it is necessary to evaluate the comparative diagnostic accuracy and feasibility of this new test in comparison to the existing tests or the gold standard. In other words evaluation of a test gives the answer to the following question:

Table 1: Association between Disease and Exposure in a 2x2 table form.

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Present</th>
<th>Absent</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>a</td>
<td>b</td>
<td>a + b</td>
</tr>
<tr>
<td>No</td>
<td>c</td>
<td>d</td>
<td>c + d</td>
</tr>
<tr>
<td>Total</td>
<td>a + c</td>
<td>b + d</td>
<td>n</td>
</tr>
</tbody>
</table>

How well does this test discriminate between health and disease? This discriminative ability and measures of diagnostic accuracy can be quantified by calculating [1] the sensitivity and specificity [2] the positive and negative predictive values (PPV, NPV), [3] the positive and negative likelihood ratios [4] the diagnostic odds ratio (DOR) and [5] the diagnostic accuracy & misclassification rate and [6] the Youden’s index. Some of these measures are used to assess the discriminative property of the test, and others are used to assess its predictive ability [5,6]. The basic approach in the calculation of above measures is to make a 2x2 table with groups of subjects divided according to a gold standard or (reference method) in columns, and categories according to test in rows as given in (Table 2). Some of the measures are used to assess the discriminative property of the test, and others are used to assess its predictive ability.

A perfect diagnostic procedure has the ability to completely discriminate subjects with and without disease. Values of a perfect test which are above the specific cut-off (which could be labeled as “abnormal and normal” or “positive and negative”) are always indicating the disease which are known as true positive values (TP), while below the specific cut-off values are always excluding the disease which are known as true negative values (TN). Values above the cut-off are not always indicative of a disease since subjects without disease can also sometimes have higher values. Such high values of certain parameter of interest are called false positive values (FP). On the other hand:

Table 2: Assessment of new diagnostic test accuracy in relation to the gold standard

<table>
<thead>
<tr>
<th>New Test</th>
<th>Subjects with the disease</th>
<th>Subjects without the disease</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>a (TP)</td>
<td>b (FP)</td>
<td>a + b</td>
</tr>
<tr>
<td>Negative</td>
<td>c (FN)</td>
<td>d (TN)</td>
<td>c + d</td>
</tr>
<tr>
<td>Total</td>
<td>a + c (TP + FN)</td>
<td>b + d (FP + TN)</td>
<td>a + b</td>
</tr>
</tbody>
</table>
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hand, values below the cut-off are mainly found in subjects without disease. However, few subjects with the disease may have such values. Those values are known as false negative values (FN). Therefore, the cut-off value divides the population of examined subjects with and without disease in four subgroups considering parameter values of interest (Table 2).

**Sensitivity and Specificity**

Sensitivity is expressed as the proportion of correctly classified as true positives among the total disease (a/ a+ c or TP/TP+FN). In other words, sensitivity of a test is its ability to correctly identify the proportion of patients with the disease. It rarely misses a patient with the disease. A highly sensitive test is useful, when someone do not want to miss a disease, in the early stage of diagnostic work up and in screening the population for the target disorder. Moreover a sensitive test is most useful if it is negative. Whereas specificity is the ability to identify the proportion of population who do not have the disease that is true negatives and is expressed as the proportion of correctly classified as true negatives among the total non disease (health)( b/ b+ d or TN/TN+FP). A specific test will rarely misclassify individual without the disease as diseased. A highly specific test is useful, if false positives are nil or rare and to confirm a diagnosis (rule-in). A specific test is most useful if it is positive [7].

**Predictive Values**

Predictive values (positive and negative) reflect the characteristics of a test. The positive predictive value of test is the probability of a study subject who has the disease when restricted to those subjects who had a positive test. It can be calculated as (a/a+ b or TP/ TP+FP). It can be observed that denominator of positive predictive value is the number of subjects who test positive.

The negative predictive value of a test is the probability of a study subject who will not have the disease when restricted to those subjects who test negative. It can calculate as (c/b+ c or TN/ FN+TN). Here the denominator is the number of subjects who test negative. It is meaningless to calculate the positive and negative predictive values on a sample where the prevalence of disease was artificially controlled that is by recruiting healthy and diseased patients in a one to one ratio. Unlike sensitivity and specificity, predictive values are largely dependent on disease prevalence in the population. Therefore, predictive values from one study should not be used (or referred) to some other setting with a different prevalence of the disease in the population. Prevalence affects PPV and NPV where these two values move in opposite direction. As the prevalence of disease in population increases, the PPV will be increasing, while NPV decreases [8].

**Likelihood Ratio (LR)**

Likelihood ratio is a very useful and mostly widely applied measure of diagnostic accuracy. It can summarize information about the diagnostic test, where it combines the values of sensitivity and specificity. It indicates how much a positive or negative test result changes the likelihood that a patient would have the disease. This measure incorporates both the sensitivity and specificity of the test and provides a direct estimate of how much a test result will change the odds of having a disease. The likelihood ratio for a positive result (LR+) shows how much the odds of the disease increases when a test is positive. This can be calculated as LR+ = Sensitivity/ (1-Specificity). Whereas, the likelihood ratio for a negative result (LR-) shows how much the odds of disease decreases when a test is negative. This can be calculated as LR- = (1-Sensitivity)/ Specificity. Like predictive values, LR’s does not depend on prevalence of disease of population, as only sensitivity and specificity values were used to calculate both the positive and negative likelihood ratios. As a result the LR’s of one study could be used in another setting with the condition that the definition of disease is not changed.

LR’s can be directly related the pre-test and post-test probability of a disease in a specific patient, where the effect of diagnostic test will be quantified. By specifying the information about the patient, pre-test odds (the likelihood that the patient would have a specific disease prior to testing), the post-test odds of disease could be determined. The pre-test odds are related to the prevalence of the disease and it is important to specify as the diagnostic test will be adapted to patient rather than patient to the diagnostic test [9].

**Diagnostic Odds Ratio (DOR)**

The diagnostic odds ratio (DOR) is an overall measure to summarize test performance. It is the positive likelihood ratio divided by the negative likelihood ratio ([LR+] - (LR-)) or [TP/ TN/ FN* TN]. The DOR is used to estimate the discriminative ability of diagnostic test procedures and also to compare the diagnostic accuracies of between two more diagnostic tests. In Meta analysis to combine the results of multiple, DOR is being increasingly used as a clinical parameter. From the above formula, it can be observed that the DOR depends on sensitivity and specificity of a test. The value of DOR will be high with higher values of sensitivity and specificity and with low false positive and negative values. DOR depends on the criteria used to define the disease but not on the prevalence of disease [10].

**Diagnostic Effectiveness (Accuracy)**

The diagnostic accuracy of a test is expressed as the proportion of those individuals correctly categorized by the test (those with disease who had a positive test plus those without disease who had a negative test result). It can be calculated as: (a+c) ÷ (a+ b+ c+ d) or (TP+ TN/ TP+ FP+ FN+ TN). This measure is affected by the prevalence of disease. The accuracy of a test increases as the prevalence of disease decreases, by keeping the sensitivity and specificity same. This measure of classification of subjects as true positives and true negatives should be preferred and used after taking into account the other measures of accuracy, particularly predictive values.

**Misclassification Rate**

The misclassification rate is the proportion of those individuals incorrectly categorized by the test (those with disease who had a negative test plus those without disease who had a positive test result). It can be calculated as: (b + c) ÷ (a+ b+ c+ d) or (FP + FN/TP + FP + FN + TN). The misclassification rate is the complement of the diagnostic accuracy of the test, i.e., misclassification rate = 1 - diagnostic accuracy.

**Youden’s Index**

Youden’s index is one of the well known measures of diagnostic measure of accuracy [11]. It is a global measure of a test performance, used in the evaluation of overall discriminative power of a diagnostic procedure and comparison of one test with other tests. It is an index which summarizes the sensitivity and specificity of a test. It can be calculated as (sensitivity + specificity)-1 or [(a/a + c) + (b/b + d) -1]. It ranges from 0 for a poor diagnostic accuracy and to a “perfect” value of 1.0 for a perfect diagnostic test. This index in not affected by the disease prevalence, but it is affected by the spectrum of the disease. The prime
disadvantage of this index is, it does not change for the differences in the sensitivity and specificity of the test. That is a test with sensitivity 0.7 and specificity of 0.8 has the same You den’s index (0.5) as a test with sensitivity 0.9 and specificity 0.6.

Examples

The following three examples from literature for a cohort study design, case control study design & randomized controlled trial and a hypothetical example for diagnostic test evaluation study, indicates the application of 2 x 2 table:

Cohort study

The British Regional Heart Study (12) was a cohort of 7735 men aged 40-59 years randomly selected from general practices in 24 British towns, with the aim of identifying risk factors for ischemic heart disease. Of the 7718 men who provided information on smoking status, 5899 (76.4%) had smoked at some stage during their lives. Over the subsequent 10 years, 650 of these 7718 men (8.4%) had a myocardial infarction (MI). The following were the results displayed in 2x2 table show the number and percentage of smokers and non-smokers who developed and did not develop and MI over the 10 year period.

<table>
<thead>
<tr>
<th>Smoking status at baseline</th>
<th>Yes (%)</th>
<th>No (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ever smoked</td>
<td>563(9.5)</td>
<td>5336(90.5)</td>
<td>5899</td>
</tr>
<tr>
<td>Never smoked</td>
<td>87(4.8)</td>
<td>1732(95.2)</td>
<td>1819</td>
</tr>
<tr>
<td>Total</td>
<td>650(8.4)</td>
<td>7068(71.6)</td>
<td>7718</td>
</tr>
</tbody>
</table>

The estimated relative risk = (563/5899) / (87/1819) = 0.39. Thus the relative risk 0.2 means that a middle-aged man who has ever smoked is twice as likely to suffer an MI over the next 10 year period as a man who has never smoked. That is the risk of suffering an MI for a man who has ever smoked is 100% greater than that of a man who had never smoked.

Case Control Study

A total of 1327 women aged 50-81 years with hip fractures, who lived in a largely urban area in Sweden, were investigated in an unmatched case-control study (13). They were compared with 3262 controls with the same age range randomly selected from the national registry. The objective was to determine whether women currently taking postmenopausal hormone replacement therapy (HRT) and those who had never used or formerly used HRT were less likely to have hip fractures than those not taking it. The results were given in a 2x2 table format show the number of women who were current users of HRT and those who had never used or formerly used HRT.

<table>
<thead>
<tr>
<th>Smoking status at baseline</th>
<th>Yes (%)</th>
<th>No (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current user of HRT</td>
<td>544(9.5)</td>
<td>5336(90.5)</td>
<td>5899</td>
</tr>
<tr>
<td>Former user of HRT</td>
<td>87(4.8)</td>
<td>1732(95.2)</td>
<td>1819</td>
</tr>
<tr>
<td>Total</td>
<td>631(8.4)</td>
<td>7068(71.6)</td>
<td>7718</td>
</tr>
</tbody>
</table>

The observed odds ratio = (544 x 1732) / (239 x 1287) = 0.39. Thus the odds of a hip fracture in a postmenopausal women in the age range 50-81 in Sweden who was a current user of HRT was 39% of that of a woman who had never used or formerly used HRT, i.e. being a current user of HRT reduced the odds of hip fracture by 61%.

Randomized clinical trial

A randomized, placebo-controlled, multicenter trial was conducted in South Africa by recruiting 4939 infants, to evaluate the efficacy of a live, oral rotavirus vaccine in preventing severe rotavirus gastroenteritis (14). Of these infants, 1647 received two doses of the vaccine, 1651 infants received three doses of the vaccine and 1641 received placebo. One of the outcome "decreasing severe diarrhea from all cause gastroenteritis" is given in following 2 x 2 table:

<table>
<thead>
<tr>
<th>Group</th>
<th>Yes (%)</th>
<th>No (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccine</td>
<td>2718</td>
<td>256</td>
<td>2974</td>
</tr>
<tr>
<td>Placebo</td>
<td>1265</td>
<td>178</td>
<td>1443</td>
</tr>
<tr>
<td>Total</td>
<td>3983</td>
<td>434</td>
<td>4417</td>
</tr>
</tbody>
</table>

Experimental event rate (EER) = 2718/2974 = 0.914
Control event rate (CER) = 1265/1443 = 0.876
Absolute risk reduction (ARR) = 0.914-0.876 = 0.038
Number needed to treat (NNT) = 1/0.038 = 26.31

That is 27 infants need to be vaccinated to have 1 infant with decreased risk to develop severe diarrhea from any cause of gastroenteritis (including Rotavirus).

Diagnostic Test Evaluation

The illustration and interpretation of diagnostic test parameters which are discussed above, data are generated from a hypothetical study of diabetic eye tests. Assume that diabetic patients were screened for eye problems using direct opthalmoscopy (the new test) and slit lamp biomicroscopy (the reference or gold standard test). The test was studied and the gold standard was applied to 378 subjects and the new test's diagnostic accuracy was determined.

The following 2 x 2 table shows the relationship between the new test and gold standard:

<table>
<thead>
<tr>
<th>Gold Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>New test</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Sensitivity (true positive rate) = 105/120 = 0.88 or 88%
Specificity (true negative rate) = 87/258 = 0.34 or 34%
Positive predictive value = 105/276 = 0.38 or 38%
Negative predictive value = 87/102 = 0.85 or 85%
Likelihood ratio for positive test = 88% / (100-34%) = 1.3
Likelihood ratio for negative test = (100%-88%)/34% = 0.4
Diagnostic odds ratio = 1.3/0.4 = 3.25
Diagnostic effectiveness (accuracy) = (105 + 87)/378 = 50.8%
Misclassification rate = (171 + 15)/378 = 49.2%
Youden's index = (0.88 + 0.34)-1 = 0.22

From the above calculated values, sensitivity of 88% shows that new test correctly identified 105 subjects out of 120 who have the disease (eye problems). Specificity of 34% refers to the ability of new test to correctly identify subjects who do not have the disease (eye problems). Positive predictive value of 38% refers to the proportion that a positive test result indicates the presence of the disease condition. Negative predictive value of 85% refers to the proportion that a negative test result indicates the absence of the disease condition. The positive
likelihood ratio of a test 1.3 indicates that with a positive result a subject is 1.3 times more likely to be truly positive than negative, as determined by the gold standard. The negative likelihood ratio of 0.4 indicates that with a negative result a subject is 0.6 times as likely to be positive than negative, as determined by the gold standard. Diagnostic odds ratio of 3.25 for the new test indicates that, the odds for positivity among subjects with disorder (eye problems) is 3.25 times higher than the odds of positivity among the subjects without disorder (eye problems). The diagnostic effectiveness (accuracy) 50.8% of new test is expressed as the proportion of subjects correctly categorized by a new test, in relation to gold standard. The compliment of diagnostic accuracy (misclassification rate) 49.2% shows a proportion of subjects, who were incorrectly classified by new test, in relation to the gold standard. The Youden's index of 0.22 is another measure of the diagnostic accuracy of new test.

**Conclusions**

Studies which are designed to measure the performance of diagnostic tests are often presented in the form of a 2 x 2 Table These studies are important not only for patient care but also for effective management of health care cost. Proper understanding and interpretation of measures related to diagnostic test accuracy are necessary for clinicians so as to make valid conclusions. This article has listed out the basic definitions of statistical measures derived from a 2 x 2 table for a diagnostic test accuracy assessment, its method of calculation with examples, application and limitations.
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