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Introduction
Neuroanatomists face the tough task of reconstructing neuronal 

structure with synaptic resolution in order to gain insights into the 
functional connectivity of brain. Currently, EM is the main imaging 
tool which can provide sufficient resolution for studying connections 
at the neuron level. This imaging device produces amounts of image 
data. In order to understand the patterns, the image data should be 
segmented according to structural and functional modules. For human 
neuroanatomist, segmentation of neuro-images is a trivial task but, 
unfortunately, it is very time consuming [1]. Therefore, accurate 
algorithms for automatic neuronal segmentation are indispensable 
for large scale geometric reconstruction of densely interconnected 
neuronal tissue. The neuron images have the characteristics of medical 
image imaging and they have its own characteristics with respect to 
general medical image as well. Nevertheless, its structure is complexity, 
such as intricate topology, various cell interference inside, and noisy 
textures. In addition, the poor quality of the imaging tools causes 
the border lacking and fuzzy. Those problems make the automatic 
segmentation of neuronal electron microscopy images very difficult. 
Therefore, the accurate segmentation needs more distinctive features 
in detail naturally.

Supervised machine learning methods have been proved to be 
effective for detecting membranes in EM images in recent years [2]. 
The main research works that based on feature extraction is explicit or 
implicit can be broadly divided into two categories: engineered features 
based methods and deep learning based methods.

The former methods are the traditional method, and image features 
are predefined before classifier is learned. A supervised learning 
approach to detect the cell membranes was proposed in Venkataraju 
et al. [3]. In that paper, the classifier was trained using Adaboost on 
local and context features with the feature vectors were more than 100 
dimensions. The literature [4] proposed a hierarchical segmentation 
procedure based on statistical learning and topology-preserving 
grouping. In the process of voxel classification, in order to decide for 
each voxel whether it represented a membrane, 63 hand-designed 
features were computed to train a Random Forest. By finding global 
dense correspondence between two sections, Random forest was 

trained with 1878 engineered pixel features, including the features from 
the neighboring section [5]. Burget et al. [6] presented a segmentation 
using local-level and segment-level features and machine learning 
algorithms. A novel method that utilizes a hierarchical structure and 
boundary classification for 2D neuron segmentation was proposed 
[7]. A set of 141 features extracted from the two merging regions to 
train a boundary classifier for the purpose of making decisions in a 
merge tree. For these methods, the hand-designed feature extractor 
needs elaborately designed features or even applies different types 
of features to achieve a better accuracy for different problem. In a 
certain degree, the hand-designed features are difficult to design and 
problem specific, when the problem changed, then the feature must 
be redesigned accordingly, so that algorithm has poor portability. In 
addition, engineered features only capture low-level edge information.

The other methods usually deployed deep learning paradigm. Such 
methods can retrieve features directly from raw images and have an 
excellent capability of feature learning. The features learned with such 
methods gain higher levels of representation and represents more and 
more abstract functions of the raw input easily [8]. The work of Jain 
et al. [9] automatically segmented the SBFSEM data set by means of a 
CNN with more than 34,000 adjustable parameters. In Jurrus et al. [2], 
a framework to detect neuron membranes that integrates information 
from the original image together with contextual information by 
learning a series of artificial neural networks (ANN) was proposed. 
This makes the network much easier to train because the classifiers in 
the series are trained one at a time and in sequential order [10] and 
the experiment results show the advantages over previous membrane 
detection methods. The latest study in Ciresan et al. [11] described a 
method that using a special type of deep artificial neural network as a 
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Abstract
To get new insights into the function and structure of the brain, neuroanatomists need to build 3D reconstructions 

of brain tissue from electron microscopy (EM) images. One key step towards this is to get automatic segmentation of 
neuronal structures depicted in stacks of electron microscopy images. However, due to the visual complex appearance 
of neuronal structures, it is challenging to automatically segment membranes in the EM images. Based on Convolutional 
Neural Network (CNN) and Random Forest classifier (RF), a hybrid CNN-RF method for EM neuron segmentation is 
presented. CNN as a feature extractor is trained firstly, and then well behaved features are learned with the trained 
feature extractor automatically. Finally, Random Forest classifier is trained on the learned features to perform neuron 
segmentation. Experiments have been conducted on the benchmarks for the ISBI2012 EM Segmentation Challenge, 
and the proposed method achieves the effectiveness results: The Rand error, Warping error and Pixel error attains to 
0.109388991, 0.001455688 and 0.072129307, respectively.
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weights (but not the biases). Replicating units in this way allows for 
features to be detected regardless of their position in the visual field. 
Additionally, weight sharing offers a very efficient way to greatly reduce 
the number of free learning parameters. By controlling model capacity, 
CNNs tend to achieve better generalization on vision problems [14].

The CNN architecture can be viewed as the composition of two 
parts: an automatic feature extractor and a trainable classifier. The feature 
extractor contains feature map layers and retrieves discriminating 
features from the raw images via two operations: convolutional filtering 
and down sampling. The classifier and the weights learned in the 
feature extractor are trained by a back-propagation algorithm [15]. 
Convolutional neural network with its local value shared by the special 
structure has unique advantages in image processing.

Random forest: Random Forest [16] is a general term for ensemble 
methods using tree-type classifiers {h(x, βk), k=1…} for classification 
and regression, where the {βk} are independent identically distributed 
random vectors and x is an input pattern. In training, the Random 
Forest algorithm creates multiple CART-like trees each trained on a 
bootstrapped sample of the original training data, and searches only 
across a randomly selected subset of the input variables to determine 
a split (for each node). Each tree is grown as follows: sample N (the 
number of cases in the training set) cases at random with replacement 
from the original data; This sample will be the training set for growing 
the tree; At each node, m predictors are randomly selected out of the 
M input variables (m<M) and the best split on these m predictors is 
used to split the node; Each tree is grown to the largest extent possible; 
There is no pruning. For classification, each tree in the Random Forest 
casts a unit vote for the most popular class at input x. The output of the 
classifier is determined by a majority vote of the trees.

Random forest is a good candidate for software quality prediction, 
especially for large-scale systems, as it is reported to be consistently 
accurate when compared with current classification algorithms [17].

Hybrid CNN-RF method

The hybrid CNN–RF method is shown in Figure 1. The proposed 
approach consists of preprocessing, feature extractor training based on 
CNN, segmentation based on Random Forest and post processing.

Preprocessing: It is common practice to perform several simple 
preprocessing steps before attempting to generate features from data. 
In this work, images were preprocessed with histogram equalization 
and Gaussian filter, with the purpose of making the intensity more 
uniform and improving the contrast of the membranes. 

Feature extractor training based on CNN: This section gives a 
more detailed description of the architecture of the CNN we used in 
our work, as is shown in Figure 2.

The net of CNN is composed of 7 layers, counting the input and 
output layers, all of which contain trainable parameters (weights). 
The input layer is a matrix of the normalized pattern with size 512 by 
512 raw pixel images. In order to process the pixels on the border of 
the image, in this paper, these pixels are synthesized by mirroring the 
pixels in the actual image across the boundary as shown in Figure 3. 
Layer C1 is a convolutional layer with 6 feature maps. Layer S2 is a sub-
sampling layer with 6 feature maps. Layer C3 is a convolutional layer 
with 12 feature maps. Layer S4 is a sub-sampling layer with 12 feature 
maps. The layer F5 is fully connected, implementing a general purpose 
classifier over the features extracted by the earlier layers.

Feature map layers are used to compute the features, with different 

pixel classifier based on GPU implementation, although, the method 
achieved best result in segmenting the EM neuron images, this 
approach, however, requires more memory and works with specialized 
hardware, and it is therefore much more difficult to apply in one’s 
work. Implicit methods usually deployed deep learning paradigm, in 
which raw pixel intensities are often directly used as the input to train 
artificial neural network (ANN) or its variants. The deep architectures 
have advantages in learning features at multiple levels, but not always 
optimal for classification. 

Feature extraction is one of the key factors in the success of a 
recognition system. It requires that features should have the most 
distinguishable characteristics. Firstly, although these supervised 
methods above achieve a promising segmentation result, the methods 
based on hand-designed feature extraction require elaborately 
designed features and cannot process raw images as well as it need a 
deep understanding for a specific problem [12,13], making it uneasy 
to adapt to other domain. In addition, the hand-designed features only 
capture low-level edge information and it is difficult to design features 
that effectively capture mid-level cues (e.g. edge intersections) or high-
level representation (e.g. object parts) [8], which is very important for 
neuron images. Also in some other applications, one may not have this 
knowledge that can be used to develop feature extractors. What’s more, 
recent developments in machine learning, known as "Deep Learning", 
have shown how hierarchies of features can be learned directly from 
data and automatic extraction methods become a tendency in the 
image processing. Furthermore, a better classifier, distinguishable 
characteristics combination can generate the highest accuracy for 
classification. 

Inspired by these particular works, this paper presents a hybrid 
method for the neuron segmentation: combining the capability of 
distinguishable features learning of CNN and the advantages of 
Random Forest classifier. This method automatically retrieves features 
based on the CNN architecture, and recognizes the unknown pattern 
using the Random Forest recognizer. Experimental results demonstrate 
the promising performance of our approach.

Related algorithms

Convolutional neural network: The Convolutional Neural 
Network [14] is a special multilayer neural network, and it is composed 
of input layers, hidden layers and output layers. The neuron is the 
basic information processing unit of a CNN which consists of a set of 
synapses or connecting links, each link characterized by a weight W1, 
W2,..., Wm,  an adder function (linear combiner Eq. (1)) which computes 
the weighted sum of the inputs

1=
=∑

m

j j
j

u W X                       (1)

and activation function f() for limiting the amplitude of the output of 
the neuron. The model of the neuron can be viewed as Eq. (2)

( ) ( )= = −∑ i iy f u f W X                      (2)

Where Xi(i=1,2,3,...,n) is the input vector. Wi represents the weights 
between two connective neurons. θ is the threshold. f() is the activations 
function, the commonly used function is sigmoid function Eq. (3)
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1 −=
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e
                      (3)

y is the desired output. 

In CNN architecture, all neurons in a feature map share the same 
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resolutions. Each neuron on a feature map connects with its previous 
layers, and they are defined by the 5 by 5 convolutional filtering kernel 
(known as the ‘‘receptive field’’). All the neurons in one feature map 
share the same kernel and connecting weights (known as the ‘‘sharing 
weights’’). With a kernel size of 5, and a subsampling ratio of 3, each 
feature map layer reduces the feature size from the previous feature size. 
And the CNN learning rate was set to 1. Considering the time cost, the 
training procedure was stopped after 150 epochs, the consuming time 
is about one week.

Segmentation based on random forest: Once the feature extractor 
is trained based on the CNN, the fully connected layer of CNN was 
replaced by a Random Forest classifier to predict labels of the input 
patterns. 108 values from the trained CNN network were used as a 
new feature vector to represent each input pattern, and were fed into 
the Random Forest for learning and testing. Once the Random Forest 
classifier has been well trained, it performs the recognition task and 

makes new decisions on testing images with such automatically 
extracted features. In the experiments, the Random Forests was trained 
with default parameters (the number of trees are 500).

Postprocessing: There are two steps in the postprocessing 
procedure. The first step is auto-threshold methods [18] provided 
by Fiji to membrane probability map returned by Random Forest, 
for the purpose of improving membrane continuity. The second step 
is iteratively region removing, performed by a series of threshold 
operations based on region properties such as Area, Euler Number, 
Solidity and Eccentricity.

Experiments
Dataset

The dataset we used in this paper was provided by the organizers 
of the ISBI 2012 EM Segmentation Challenge (http://www.
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Figure 1: Structure of the hybrid CNN–RF method.
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Figure 2: A schematic representation of adopted CNN. 

 
(a) Original image 

 
(b) Synthesized image 

Figure 3: One example of original image and corresponding synthesized image. 
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biomedicalimaging.org/2012/index.php). The data set consists of 
training data and testing data of the Drosophila first instar larva ventral 
nerve cord, which is provided in the form of EM stack. The training 
data which was labeled by an expert human neuroanatomist is a set 
of 30 sections from a serial section Transmission Electron Microscopy 
(ssTEM) data set. The test data (ground truth unknown to the authors) 
is another volume from the same Drosophila first instar larva ventral 
nerve cord as the training dataset. 

Evaluation metrics

Segmentation result is evaluated through an automated online 
system; the system computes three error metrics in relation to the 
hidden ground truth: pixel error, warping error and the Rand error.

- Pixel error: defined as 1 - the maximal F-score of pixel similarity 
or squared Euclidean distance between the original and the result 
labels [19]. 

- Warping error: The warping error is segmentation metric that 
tolerates disagreements over boundary location, penalizes topological 
disagreements, and can be used directly as a cost function for learning 
boundary detection [19].

- Rand error: The Rand error metric is based on the Rand index, 
defined as 1 - the maximal F-score of Rand index, a measure of 
similarity between two clusters or segmentations. It has a more intuitive 
interpretation, but completely disregards non-topological errors [19-21].

Experimental results

This section presents the results obtained by the proposed methods 
on the publicly-available dataset provided by the organizers of the 
ISBI 2012 EM Segmentation Challenge. To train the classifier, we use 
all available slices of the training stack, i.e., 30 images with a 512*512 
resolution. For each slice, an automatic representative sample selection 
method based on superpixel [22] is used in our paper, 10000 samples 
for each image. This amounts to 300000 training examples in total. 
Experimental results are shown in Table 1.

Two popular approaches [5,6] are compared with the proposed 
method. One of these approaches, DenseETH method described 
in Laptev et al. [5] constructs a dense correspondence between the 
neighboring sections and it uses features that are evaluated in all the 
corresponding pixels for classification. 1848 corresponding hand-
designed pixels features are used to train a Random Forest classifier, 
while only 108 dimensions learned features are used in our method; 
finally Graph Cut is deployed based on the probability map returned by 
Random Forest. The second approach is the Burget’s method presented 
in Burget et al. [6]. In this approach, a segmentation using local-level 
and segment-level features and machine learning algorithms was 
used. Firstly, several different transformations with several different 
parameters were used to get the local features. In order to optimize the 
parameters of the transforms used, a genetic algorithm optimization 
was adopted. And then a support vector machine was trained with 
these features; at last, segment-level features were extracted to train a 
decision tree for the purpose of removing these unwanted objects in the 

Method
Error Metrics

Rand error Warping error Pixel error
second human observer 0.026546995 0.000344086 0.066553289

simple thresholding 0.449664478 0.017141342 0.225194944
DenseETH method —— 0.00062 0.079264809

Burget’s method 0.139038440 0.002641296 0.102285508
CNN 0.131017450 0.001152420 0.073262207

CNN-RF 0.109388991 0.001455688 0.072129307

Note: The first two rows report the performance of the second human observer and of a simple threshold approach.
 ‘—— ‘the author does not provide the rand error in the article. 

Table 1: Results of our approach and competing algorithms.

(a) Original images 

   
(b) Segmentation results 

Figure 4: Selected original images and corresponding segmentation results. 
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resulting images from support vector machine. Experiment on the pure 
CNN is executed to verify the effectiveness of the use of Random Forest 
classifier. According to the information given in the table, we can find 
that the results of the proposed method are appeared to be competitive 
to theirs and their solution was weaker in rand error and pixel error. 
Some selected segmentation results are shown in Figure 4.

Analysis of experimental results

We have implemented the CNN-RF method presented in previous 
sections and successfully used it to perform the segmentation from the 
data set. Based on experiments on the data set, it has shown that the 
hybrid CNN-RF method yields a better performance improvement 
over the competing algorithms. Comparison with the pure CNN and 
the state of the art methods would verify the overall performance of the 
proposed method. Compared with the competing methods, one of the 
main advantages of proposed method is that distinguishable features 
can be learned directly from raw images instead of being designed 
manually.

The advantage of the CNN classifier is that it automatically extracts 
the salient features of the input image. These learned features have a 
deeper characterization for the input image, and can collect more 
representative and relevant information form original images. On the 
contrary, the hand-designed feature extractor needs elaborately designed 
features and only capture low-level edge information; furthermore, 
CNN uses the receptive field concept successfully to obtain local visual 
features to describe the topology of the images which is more important 
for neuronal structures. Since the theoretical learning method of CNN 
is the same as that for the MLP, it is an extension model of the MLP. 
A limitation of MLP is that it tends to assign a high value (nearly +1) 
to one neuron at the output layer whereas all the remaining neurons 
have a low value (nearly -1). This causes difficulties in rejecting errors 
in real applications [15]. But the Random Forest classifier calculates 
the estimated probability in the classification decision. This probability 
information provides a more reliable rank list of label predictions. 
Beside, using those probability values can help us to design an efficient 
rejection mechanism.

The Random Forest approach should be of great interest for 
classification since the approach is not only nonparametric [23], but 
it also provides a way of estimating the importance of the individual 
variables (data channels) in the classification and can handle high 
dimensional data while maintaining high computational efficiency. 
Even in presence of many noisy features, Random Forest works well, 
so it is unnecessary to perform feature selection procedure. The 
most important is that it is reported to be consistently accurate when 
compared with current classification algorithms [17]. As a result, it can 
improve the classification accuracy of the hybrid method after replacing 
the output units in the CNN.

Conclusion and Future Work
In this paper, a hybrid method CNN-RF is proposed for EM 

neuron segmentation. CNN works as a trainable feature extractor to 
automatic extract features from raw pixels and Radom Forest performs 
as a recognizer. The method combines the capability of distinguishable 
features learning of CNN and the advantages of Radom Forest 
classifier. Using these distinguishable features learned by CNN to train 
the Random Forest classifier, we get the effectiveness results for the 
segmentation of neuronal structures in EM stacks. Comparisons with 
existing methods demonstrate the superiority of the approach.

Future studies might consider building larger architectures together 

with optimized parameters for the training of the network so as to 
further improve the recognition accuracy.
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