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Introduction
Live donor nephrectomies are unique surgical procedures as 
they are performed on completely healthy patients solely for 
the benefit of another person. Live donor nephrectomies are 
considered safe, have few complications, and generally lead to 
good outcomes [1-3]. Since the first live donor nephrectomy was 
performed in 1954, the surgical practice has evolved significantly, 
with a focus on increasing donor safety and quality of life [1-4]. 
As the surgical practice has shifted away from open surgery and 
towards minimally-invasive techniques, laparoscopic surgery 
has become the predominant method for transplant surgeons 
[1-5]. This has led to fewer complications, shorter hospital 
stays, and quicker donor recovery [6,7]. In 2023, there was 
21,764 total kidney donations, 6,293 of which have been from 
live donors [8]. In contrast, there are 96,012 patients currently 
on the kidney donation waiting list [8]. While there has been 
an increase in both deceased and cumulative kidney donations 
over the last decade, the number of live donors has been 
variable each year [8]. Furthermore, the waitlist is continuing 
to grow faster than donor recruitment and transplantation rates 
[9]. The extreme shortage of kidneys available for transplant 
has become a crisis for patients with end-stage renal disease, 
and increasing the number of live kidney donors is one of few 
ways to address this problem [10]. Donating a kidney requires 
deliberate thought and knowledge about the eligibility process 
and surgical procedure. The internet is a widely accessible 
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platform for patients to supplement their medical knowledge 
and decision-making [11]. Specifically, Artificial Intelligence 
(AI) chatbots, such as ChatGPT and Bard, have gained 
widespread internet popularity. They are openly accessible, easy 
to use, and can provide concise answers to specific questions 
in a matter of seconds. For these reasons, it is reasonable to 
assume that potential kidney donors may turn to AI chatbots 
to receive information. This calls into question the quality of 
information provided by AI chatbots. There are many common 
myths and misconceptions regarding live kidney donation, and 
misinformation could deter prospective kidney donors [12]. 
Despite their potential influence over patients’ health queries, 
the accuracy and efficacy of medical information provided by 
AI chatbots is understudied. This study aims to analyze and 
compare the quality of the information provided by ChatGPT 
and Google Bard regarding laparoscopic donor nephrectomies 
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Background: Artificial intelligence (AI) chatbots, such as ChatGPT and Bard, have become popular sources of medical 
information and are likely to be used by potential kidney donors seeking information. Despite their potential role in guiding 
patients’ inquiries, the ability of AI chatbots to provide quality information still needs to be further investigated. This study aims to 
assess and compare the quality of donor nephrectomy-related information provided by ChatGPT and Bard. 

Methods: A set of questions regarding kidney donation was generated based on general information from the National Kidney 
Foundation and the United Network for Organ Sharing. The questions were then typed directly into ChatGPT and Google Bard, 
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health information, the DISCERN and PEMAT-P tools, to grade information quality, understandability, and actionability.

Findings: A total of 40 of 42 screened responses were included in the study, with two responses excluded for not containing 
information relevant to donor nephrectomies. There were no significant differences between ChatGPT and Bard based on 
assessment with the DISCERN, PEMAT-P Understandability, and PEMAT-P Actionability tools. Performance on the DISCERN 
and PEMAT-P Actionability surveys was notably poor, while most of the responses were "understandable" based on the PEMAT-P 
Understandability tool.

Interpretation: Both ChatGPT and Bard provide relevant and understandable responses. However, the quality of information is 
generally poor, and neither chatbot provides "actionable" responses. While AI chatbots have the potential for use in responding 
to donor nephrectomy-related queries, caution should be used.
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and related questions about live kidney donation.

Methods
Search strategy and eligibility screening
A set of 21 common questions asked by potential kidney 
donors was developed based on general information from the 
National Kidney Foundation and the United Network for Organ 
Sharing. The questions were formatted to mimic the language 
and vocabulary of an actual patient and were placed into 
the following categories based on the nature of the question: 
Prospective-Questions about eligibility and preparation (e.g., 
How long does it take to be evaluated to be a living kidney 
donor?) Technical-Questions detailing the procedure (e.g., I 
am undergoing a laparoscopic donor nephrectomy. What does 
the surgery entail?) Recovery, complications, risks-Questions 
focusing on post-procedure aspects (e.g., How long does it 
take to recover after a laparoscopic donor nephrectomy?) 
Other-Miscellaneous questions that don't fit into the above 
categories. (e.g., Where can I get more information about live 
kidney donation?) The questions were then typed directly into 
ChatGPT (OpenAI, San Francisco, CA) and Bard (Google, 
Mountain View, CA) [13,14]. Because ChatGPT and Bard tailor 
responses based on prior conversations, a new conversation was 
generated for each question. One author (MW) recorded and 
assessed the responses for eligibility. Responses were excluded 
if they were duplicates, irrelevant to donor nephrectomies 
within reason, and describing partial or total nephrectomies 
for purposes other than transplant. The remaining responses 
were considered for evaluation and scoring.

Response review 
Two medical students (MW and ID) and one urological 
resident (SH) examined the included responses using two 
validated tools for evaluating health information: The 
DISCERN tool for assessing quality of health information 
and the Patient Education Materials Assessment Tool for 
Printed materials (PEMAT-P) for assessing information 
quality, understandability, and actionability. The DISCERN 
tool is a standardized survey that untrained laypersons and 
health professionals can use to assess the quality of consumer 
health information [15,16]. The 16-question survey consists 
of 8 questions regarding the reliability and sourcing of the 
information, 7 questions focusing on specific details of 
information regarding treatment choices, and 1 question about 
the overall quality rating. Each question is scored between 1 
and 5, with 5 defined as a definite “yes” in accomplishing the 
goal of the question, 1 as a definite “no,” and 2-4 indicating 
partial accomplishment. The score from each category, except 
for the rater’s overall evaluation, is summed), giving a score 
between 15 and 75. Scores between 63 and 75 are considered 
as “excellent,” 51-62 as “good,” 39-50 as “fair,” 28-38 as “poor,” 
and <27 as “very poor.” PEMAT-P is another standardized 
survey that can be used to assess the understandability and 
actionability of printed health information [17,18]. The 
PEMAT-P consists of 24 questions, with the first 17 assessing 
understandability and the last 7 assessing actionability. Each 
question is scored as either 0 or 1, with 0 being “no” and 1 
being “yes.” Responses are considered “understandable” 
if at least 70% of the understandability items are met and 
“actionable” if at least 70% of the actionability items are met. 

7 total items from the PEMAT-P survey were excluded as they 
were not applicable. Five items were excluded because neither 
chatbot provides any form of visual aid. One item was excluded 
because no response from either chatbot required calculations. 
One item was excluded because the average length of responses 
provided by both chatbots is “very short” (two or fewer 
paragraphs and no more than 1 page in length) [17].

Interrater reliability
To measure the degree of agreement between reviewers, 
interrater reliability (IRR) was calculated in Microsoft Excel 
using the percent of absolute agreement. IRR was calculated 
for DISCERN, PEMAT-P Understandability, and PEMAT-P 
actionability and is shown in Table 1. IRR scores for the 
PEMAT-P Understandability and Actionability tools indicated 
“substantial agreement” among all reviewers [19]. The IRR 
scores for the DISCERN tool were lower in comparison, 
indicating “fair agreement” [19]. We believe this is due to the 
partial scoring allowed by the DISCERN survey.

Table 1: Interrater Reliability for the DISCERN, PEMAT-P 
understanbility, and PEMAT-P actionability between each 
evaluator

Rater Discern PEMAT-P 
understandability

PEMAT-P 
actionability

MW-ID 0.63 0.89 0.87
MW-SH 0.50 0.85 0.80
ID-SH 0.53 0.84 0.85

Results
General characteristics
40 of the 42 generated responses were included in the study, 
while two were excluded because they were irrelevant to donor 
nephrectomies. The average length of each response was 266 
words and 277 words for ChatGPT and Bard, respectively. 31 
of the 40 (77•5%) responses recommended further discussion 
or consultation with a physician or transplantation team. 
However, only three responses disclosed that it cannot provide 
medical advice. 17•5% (7/40) responses utilized persuasive 
language to describe the act of kidney donation, including 
phrases such as “selfless act,” “gift of life,” and “best thing they 
have ever done.” Of note, 83•3% (5/6) of these responses were 
provided by Bard (Table 1).

Discern
The mean total DISCERN scores with standard deviations 
for each category are represented in Figure 1. There were no 
significant differences between total DISCERN scores by 
ChatGPT or Bard, and the overall performance was low. The 
scores were highest on responses to questions in the technical 
category. However, the mean total scores for each question 
category overall received a “poor” rating. Individually, 92•5% 
(37/40) of the responses received a “poor” rating, and 5•0% 
(2/40) received a “very poor” rating. Only one response from 
Bard received a “fair” rating, and no response from either 
chatbot received an “excellent” or “good” rating. The individual 
DISCERN questions and statistics are shown in Figure 1. The 
overall performance was also low. The highest performing 
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question was 6, “Is it balanced and unbiased?” The scores were 
similarly high for questions pertaining to aims, relevancy, and 
support for shared decision-making. The lowest performing 
questions were 4, “Is it clear what sources of information 
were used to compile the publication (other than the author 

or producer)?” and 5, “Is it clear when the information used 
or reported in the publication was produced?” The scores 
were also very low for questions on risks and outcomes if no 
treatment is used.

Figure 1: A. Mean total DISCERN scores (out of 80) among each question category and overall B. Mean DISCERN scores (out of 
5) with standard deviations for each DISCERN question

Figure 2: A. Mean total PEMAT-P Understandability scores among each question category and overall B. Mean PEMAT-P 
Understandability scores with standard deviations for each DISCERN question

PEMAT-P understandability and actionability
The mean total PEMAT-P understandability scores for each 
category are represented in Figure 2. Compared to the DISCERN 
survey, the performance on PEMAT-P understandability was 
much higher. The mean total scores for responses provided 
by both chatbots was above 70% for each question category, 
indicating high understandability according to the PEMAT-P 
survey. Individually, 80% (16/20) of the responses provided 
by ChatGPT and 95% (19/20) of the responses provided by 
Bard were understandable. Bard scored significantly higher 
on “technical” questions, however, there were no significant 
differences among the other question categories. Overall, 

the majority of responses were relevant, concise, and easy to 
understand. However, only a handful of responses provided 
a summary, and no response provided any visual aid (Figure 
2). The mean total PEMAT-P actionability scores for each 
category are represented in Figure 3. Although Bard scored 
slightly higher than ChatGPT, both chatbots performed very 
poorly. With an actionability cut-off of 70%, neither chatbot’s 
had any mean total scores that were above this threshold in any 
category. Furthermore, only one ChatGPT response and four 
Bard responses achieved such scores. While the vast majority 
of responses addressed the users directly and described at 
least one that could be taken, very few actionable items were 
provided beyond this (Figure 3).
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Discussion
AI chatbots have exploded in popularity in the last year. 
Following ChatGPT’s release in December 2022, it quickly 
became the fastest growing internet platform in history 
[20]. Alarmed by ChatGPT’s success, Google released Bard 
in March 2023 as a direct competitor [21]. Their rise in 
popularity has generated robust conversation in the medical 
community regarding their use in healthcare. With proposed 
functions ranging from helping with administrative duties, 
such as creating call schedules and handling insurance claims, 
to developing differential diagnoses and answering patient 
questions, the possible uses for AI chatbots are vast [22,23]. 
However, this has raised questions regarding the ethical and 
legal implications and limitations of their use [22,23]. To 
our knowledge, this is the first study to analyze and compare 
the quality of information provided by ChatGPT and 
Bard regarding laparoscopic donor nephrectomies. In our 
evaluation, the overall quality of responses provided by both 
chatbots was low, with the responses consistently failing to 
meet the criteria for both validated tools. The vast majority 
of DISCERN scores received a “poor” rating. Furthermore, 
only one response received a “fair” rating, while no responses 
received an “excellent” or even “good” rating. The responses 
consistently failed to provide sufficient information about 
the risks of kidney donation and the long-term implications 
on quality of life. No response provided any details about the 
sourcing of the information, and additional information was 
given only when prompted. The poor scores on the DISCERN 
tool represent a severe lack of quality information for potential 
kidney donors, which is concerning given ChatGPT and Bard’s 
accessibility and ease of use. The performances were similarly 
poor on the PEMAT-P Actionability survey, with only 5 out 
of 40 responses achieving the 70% threshold. Aside from 
encouraging further discussion with a medical professional, 
few actionable items were provided beyond this. Because 
successful kidney donation requires willing participation 
by a healthy patient, the information provided by ChatGPT 
and Bard does little to help address the shortage of kidneys 
available for transplant in the US. In contrast, the scores on 

the PEMAT-Understandability were very high, with 35 out of 
40 total responses achieving the 70% threshold. In general, 
the responses provided by both chatbots were confident, well-
organized, and easy to understand. Alone, these are strengths 
that should be preserved and improved upon as the AI chatbot 
technology advances. However, this is particularly concerning 
in context with the poor performances on the DISCERN and 
PEMAT-P Actionability tools. The easy understandability of 
the responses could provide an illusion of high-quality and 
educational information. The risk of spreading “believable 
misinformation” to potential donors which could have 
significant consequences. This could be exacerbated by the 
fact that ChatGPT and Bard rarely provide a disclosure that 
they cannot give medical advice. Our findings are consistent to 
those reported in other studies that assessed ChatGPT (GPT-
3.5 and 4.0) responses. To the questions on vaccination and 
immunization, ChatGPT’s responses are reported to be both 
accurate and comprehensive for commonly asked questions, 
while content of the responses becomes haphazard and lacks 
consistency for less common questions [24]. This could reflect 
our finding as kidney nephrectomy being a more specialized 
topic than vaccination and immunization. Similarly, the study 
that evaluated ChatGPT’s responses to 284 medical questions 
across 17 specialties revealed that close to 60% of the responses 
were almost all correct or correct while responses to the questions 
rated hard by the physicians were less likely to be accurate [25]. 
The LLM technology has received significant attention for 
medical education since its recent accomplishment of passing 
the US Medical Licensing Exam [26]. However, both the prior 
and our findings demonstrate that there is a need for further 
research and model development before the LLM technology 
becomes a reliable tool in the medical field, and meanwhile 
the technology should be used with caution, especially for 
specialized areas. There are several limitations to this study. 
First, ChatGPT and Bard are relatively new technologies that 
are constantly being updated, with features being changed 
and added. The weaknesses we discovered in this study may 
be addressed with future updates, demonstrating the need 
for ongoing evaluation. Second, little context was provided 
to the chatbots before entering questions. The responses 

Figure 3: A. Mean total PEMAT-P Actionability scores among each question category and overall B. Mean PEMAT-P Actionability 
scores with standard deviations for each DISCERN question
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provided by ChatGPT and Bard are affected by the context 
of the previous conversation. Had additional information 
been provided, the responses may have been different. Third, 
the scoring with the DISCERN tool, especially in the partial 
(2-4) range, is inherently subjective. This is reflected by the 
relatively poor interrater reliability for the DISCERN scores. 
This likely affected scoring on the DISCERN tool, as interrater 
reliability for PEMAT-P Understandability and Actionability 
was much higher. Given the growing popularity of AI chatbots, 
clinicians should be aware that patients who have either agreed 
to or are considering live kidney donation potentially received 
information from ChatGPT or Bard. Physicians should 
inquire if and how the information patients received from 
chatbots influenced their decision. Furthermore, clinicians 
should be ready to answer any questions or correct any 
misinformation they may have received. While ChatGPT and 
Bard have potential for use by patients seeking information 
about kidney donation, caution should be used. Two avenues 
in which using AI chatbots could potentially be beneficial for 
the kidney transplant community are a) developing domain-
specific or personalized chatbots, b) utilizing AI chatbots as 
an introductory tool to match with specialists or mentors. 
For different stages of the donation process, domain-specific 
chatbots could be fine-tuned and tested for the sole purpose 
of serving kidney transplant questions. Personalized chatbots 
could be equipped with certain clinical information of potential 
donors such as lab results to generate personalized guidelines. 
Current chatbots could also be coupled with live specialists or 
mentors as an introduction to the donation process. If chatbots 
could be trained to match potential donors to live donor 
mentorship programs and furthermore select a perfect mentor 
match for them, depending on their personal preferences, it 
could potentially reduce the dropout rate of potential donors. 
Prospective studies must test whether using such chatbots in 
concordance with a mentor could increase center-level live 
donation rate. Currently there are no chatbots that can provide 
this service.

Conclusion
AI chatbots provide specific answers in response to direct 
questions, which are generally relevant and easy to understand 
by a layperson. However, the quality and actionability of the 
information they provide is questionable. With their rise 
in use, physicians should be aware of their limitations and 
potential for misinformation.
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