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Abstract 
This paper presents the use of artificial neural network for the estimation of different performance 
parameters (i.e. Directivity, Radiation Efficiency, Gain and Bandwidth) of a coaxial feed equilateral 
triangular microstrip patch antenna. Levenberg-Marquardt training algorithms of MLPFFBP-ANN 
(Multilayer Perceptron feed forward back propagation Artificial Neural Network) has been used to 
implement the neural network models. The simulated values for training and testing the neural 
networks are obtained by analysing the equilateral triangular microstrip patch antenna using CST 
Microwave Studio Software. The results obtained using ANNs are compared with the simulation 
findings and found quite satisfactory and also it is found that neuro models are not converges using 
one hidden layer for the calculated training data so more than one one hidden layers are used for 
training the neural network models. 
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1. Introduction  

Microstrip antennas due to their many attractive features have drawn attention of industries for an 
ultimate solution for wireless communication. The existing era of wireless communication has led to the 
design of an efficient, wide band, low cost and small volume antennas which can readily be incorporated into 
a broad spectrum of systems [1, 2]. This needs very accurate calculation of various design parameters of 
microstrip patch antennas. Apart from Resonant Frequency and Patch Dimensions other important antenna 
parameters are Directivity, Gain, Radiation Efficiency and Bandwidth. These parameters play the vital role in 
deciding the utility of a microstrip antenna. 

ANN application to the field of microwaves is very recent. A number of papers [3-11] indicate how ANNs 
can be used efficiently in analysing and synthesizing various microwave circuits. Neuro models are 
computationally much more efficient than EM models once they are trained with reliable learning data 
obtained from a “fine” model by either EM simulation or measurement [3, 4, 5, 6].  The Neuro models can be 
used for efficient and accurate optimization and design within the range of training. 

Sufficient amount of work has been done using ANN in determining the resonant frequencies and patch 
dimensions of circular and rectangular microstrip patch antennas [3-7], but other antenna performance 
parameters are yet not analysed. In this paper, an attempt has been made to exploit the capability of artificial 
neural networks to calculate the different performance parameters i.e Directivity, Gain, Radiation Efficiency 
and Bandwidth of coaxial feed equilateral triangular microstrip patch antenna using two hidden layers for the 



 

 2 

specified range of patch dimension (10mm-25mm), using Levenberg-Marquardt training algorithm of 
MLPFFBP-ANN. 

2. Design and Data Generation   

The equilateral triangular microstrip patch antenna is made up of side length ‘a’ mm over a ground plane 
with substrate thickness ‘h’ mm having dielectric constant ‘εr’. There are numerous substrates that can be 
used for the design of microstrip antennas and their dielectric constants are usually in the range of 2.2 ≤ εr ≤ 
12. Thin substrates with higher dielectric constants are desirable for microwave circuitry because they 
require tightly bound fields to minimize undesired radiation and coupling, and lead to smaller element [3]. 
The software used to model and simulate the proposed microstrip patch antenna is CST (Computer 
Simulation Technology) Microwave Studio Software [12]. 

As an example a coaxial feed equilateral triangular microstrip antenna of side length a=21mm is 
simulated using CST Software which is resonating at 12.74 GHz frequency. The dielectric substrate FR4 
(Lossy) is used with dielectric constant (εr) = 4.3, and substrate thickness (h) =1.6 mm on a ground plane. 

 

 
 

Figure 1: Coaxial feed equilateral triangular microstrip antenna. 
 

Figure 1 shows the geometry of coaxial feed equilateral triangular microstrip antenna. By varying length 
of this geometry the training and test data for the range of (10mm-25mm) has been generated using 
MLPFFBP.  Figure 2 shows the return loss (S11) vs. frequency curve for the proposed antenna. 

 

 
Figure 2: The return loss (S11) in dB verses resonating frequency of the microstrip patch antenna. 
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3. ANN Model for Analysis of Performance Parameters of Microstrip Patch Antenna    

The artificial neural network model has been developed for triangular microstrip patch antenna as 
shown in Figure 3. The feed forward network has been utilized to analyze the Directivity (D)/ Radiation 
Efficiency (U)/ Gain (G)/ Bandwidth (BW) of the patch for the given value of length  of the patch ‘a’ (mm), 
resonant frequency of the patch ‘fr’ (GHz),substrate dielectric constant ‘εr’ and substrate height ‘h’ without 
doing complex calculations using empirical formulas. 

 

 
Figure 3: Analysis ANN Model [8]. 

4. Network Architecture for Analysis of Different Performance Parameters of Microstrip 

Antenna    
For the present work the four layer multilayer perceptron feed forward back propagation neural network 

(MLPFFBP) [13, 14] is used with Levenberg-Marquardt training algorithms as shown in Figure 4. They are 
supervised networks, and also they required a desired response to be trained. With one or two hidden layers 
they can approximate virtually any input output map. The weights of the networks are usually computed by 
training the network using the back propagation algorithms [15]. 

 

 
 

Figure 4: Four layer MLPFFBP network architecture [14] 
 

In order to evaluate the performance of proposed MLPFFBP-ANN based models for the design of 
equilateral triangular microstrip antenna, simulation results are obtained using CST Microwave Studio 
Software and generated 61 input-output training patterns and 14 inputs-output test patterns to validate the 
model. The network has been trained for a specified range (10mm - 25mm). 

During the training process the neural network automatically adjusts its weights and threshold values 
such that the error between predicted and sampled outputs is minimized [16]. The adjustments are 
computed by the back propagation algorithm. The error goal is 1e-5 and learning rate is 0.1. The transfer 
function preferred is tansig and purelin in the architecture. First the proposed model has been trained using 
one hidden layer but it is not converges for the same in 1000 no of epochs. Then model is trained using two 
hidden layer. 
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A.      Directivity 
Directivity (D) measures the power density, the antenna radiates in the direction of its strongest 

emission, versus the power density radiated by an ideal isotropic radiator (which emits uniformly in all 
directions) radiating the same total power [1]. 

In the model, developed for the analysis of Directivity there are 60 neurons in the first hidden layer, 5 
neurons in the second hidden layer and one output neuron. The training completes in 712 epochs and the 
training time is 2.21 min to achieve minimum Mean Square Error (MSE). 

In table 1 Directivity obtained by using CST Software and L-M Algorithm for different test patterns are 
compared and the Mean Square Error has been calculated.   

Figure 5 shows the training performance of the developed neural model for proposed antenna using L-M 
training Algorithm. Model is trained in 712 epochs and the training time was 2.21 min. 

 
Table 1: Comparison of results obtained using CST and MLPFFBP-ANN using Levenberg-Marquardt Algorithm for the 

analysis of Directivity of Equilateral Triangular Microstrip Antenna. 

 
Patch 

Length 
(mm) 

Reso. 
Freq. 
(GHz) 

Directivity 
(dbi) Using 

CST 

Directivity 
(dbi) Using 

ANN 

Mean Square 
Error 
(MSE) 

12.125 13.18 2.35 2.3316 0.0003 

13.125 12.14 2.517 2.5293 0.0002 

14.125 11.32 2.648 2.5941 0.0029 

15.125 10.7 2.824 2.5161 0.0948 

16.125 10.02 3.689 3.5809 0.0117 

17.125 9.5 4.07 4.0889 0.0004 

18.125 9 4.339 4.512 0.0132 

19.125 8.52 4.561 4.7198 0.0252 

20.125 8.12 4.407 4.8464 0.1931 

20.825 7.86 4.526 4.8978 0.1382 

21.125 7.76 4.545 4.6078 0.0039 

22.125 7.42 4.838 4.9818 0.0207 

23.125 7.12 5.202 5.1952 0 

24.125 6.84 5.34 5.2993 0.0017 
 

 
 

Figure 5: Graph Showing the Training Performance of Directivity and Number of epochs to achieve minimum mean 
square error level in case of MLPFFBP with LM as training algorithm. 

 
B.      Radiation Efficiency 

Radiation Efficiency (U) is a measure of the efficiency with which a radio antenna converts the radio-
frequency power accepted at its terminals into radiated power [1]. 
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Another model has been developed for the analysis of radiation efficiency keeping the training algorithm, 
error goal and learning rate same as Levenberg – Marquardt, 1e-5 and 0.1 respectively. Again for training the 
model two hidden layers have been used since it is not converges using one hidden layer. No of neurons in the 
first hidden layer are 60; in the second hidden layer is 5 and one output neuron. The training completes in 
725 epochs and the training time is 35 sec. to achieve minimum Mean Square Error (MSE). 

In table 2 Radiation Efficiency is obtained by using CST Software and L-M Algorithm for different test 
patterns are compared and the Mean Square Error has been calculated.  Figure 6 shows the training 
performance of the developed neural model for proposed antenna using L-M training Algorithm. Model is 
trained in 725 epochs and the training time was 35 sec. 

 
Table 2: Comparison of results obtained using CST and MLPFFBP-ANN using Levenberg-Marquardt Algorithm for the 

analysis of Radiation Efficiency of Equilateral Triangular Microstrip Antenna. 
 
 

Patch 
Length 
(mm) 

Reso. 
Freq. 
(GHz) 

Radiation 
Efficiency (db) 

CST 

Radiation 
Efficiency (db) 

ANN 

(Mean 
Square 

Error) MSE 

12.125 13.18 -1.783 -1.7972 0.0002 

13.125 12.14 -1.904 -1.8962 0.0001 

14.125 11.32 -2.106 -2.1315 0.0007 

15.125 10.7 -2.384 -2.417 0.0011 

16.125 10.02 -2.309 -2.3791 0.0049 

17.125 9.5 -2.754 -2.6825 0.0051 

18.125 9 -2.76 -3.054 0.0864 

19.125 8.52 -3.014 -3.7228 0.5024 

20.125 8.12 -3.682 -4.1625 0.2309 

20.825 7.86 -3.98 -4.5808 0.361 

21.125 7.76 -4.236 -4.4541 0.0476 

22.125 7.42 -4.415 -4.2617 0.0235 

23.125 7.12 -4.337 -4.252 0.0072 

24.125 6.84 -4.124 -3.9272 0.0387 
 

 
 

Figure 6: Graph Showing the Training Performance of Radiation Efficiency and Number of epochs to achieve minimum 
mean square error level in case of MLPFFBP with LM as training algorithm. 

 
C.      Gain 

Gain (G) is a measure of the ability of a circuit to increase the power or amplitude of a signal from the 
input to the output, by adding energy to the signal converted from some power supply [1]. 

For the analysis of Gain (G) the developed model has been trained using L-M Algorithm keeping error 
goal and learning rate as 1e-5 and 0.1 respectively. Also 60, 10 and 1 are the no of neurons used in the first 
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hidden layer, second hidden layer and in the output layer. Proposed model has been trained in 781 epochs 
and the training time was 1.37 min. 

 In table 3 Gain obtained by using CST Software and L-M Algorithm for different test patterns are 
compared and the Mean Square Error has been calculated.  Figure 7 shows the training performance of the 
developed neural model for proposed antenna using L-M training Algorithm. Model is trained in 781 epochs 
and the training time was 1.37 min. 

 
Table 3. Comparison of results obtained using CST and MLPFFBP-ANN using Levenberg-Marquardt 

Algorithm for the analysis of Gain of Equilateral Triangular Microstrip Antenna. 
 

Patch Length 
(mm) 

Reso. Freq. 
(GHz) 

Gain (dbi) 
CST 

Gain (dbi) 
ANN MSE 

12.125 13.18 0.5667 0.5802 0.0002 
13.125 12.14 0.6122 0.5989 0.0002 
14.125 11.32 0.5419 0.567 0.0006 
15.125 10.7 0.4402 0.4665 0.0007 
16.125 10.02 1.38 1.2379 0.0202 
17.125 9.5 1.316 1.2992 0.0003 
18.125 9 1.695 1.6701 0.0006 
19.125 8.52 1.548 1.2758 0.0741 
20.125 8.12 0.7254 0.7355 0.0001 
20.825 7.86 0.5466 0.2491 0.0885 
21.125 7.76 0.3096 0.2833 0.0007 
22.125 7.42 0.4323 0.5813 0.0222 
23.125 7.12 0.893 0.85 0.0018 
24.125 6.84 1.216 1.491 0.0756 

 

 
 

Figure 7: Graph Showing the Training Performance of Gain and Number of epochs to achieve minimum mean square error 
level in case of MLPFFBP with LM as training algorithm. 

 
D.      Bandwidth 

Bandwidth (BW) describes the range of frequencies over which the antenna can properly radiate or 
receive energy [1]. 
In bandwidth analysis the neural network model has been trained simultaneously for both LCF and UCF. For 
training the proposed model two hidden layers have been used and the no of neurons used in the first hidden 
layer are 60, in the second hidden layer are 10 and one neuron is in the output layer. The model has been 
trained in 69 epochs and the training time was 9 sec. 
In table 4 Lower Cut-off frequency as well as Upper Cut-off frequency obtained by using CST Software and L-
M Algorithm for different test patterns is compared and the Mean Square Error has been calculated. Figure 8 
shows the training performance of the developed neural model for proposed antenna using L-M training 
Algorithm. Model is trained in 69 epochs and the training time was 9 sec. 
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Figure 8: Graph Showing the Training Performance of Bandwidth and Number of epochs to achieve minimum mean 
square error level in case of MLPFFBP with LM as training algorithm. 

Table 4: Comparison of results obtained using CST and MLPFFBP-ANN using Levenberg-Marquardt Algorithm for the 
analysis of Bandwidth of Equilateral Triangular Microstrip Antenna. 

 
 

Lower Cut-
off freq 

(GHz) CST 

Lower Cut-
off freq 

(GHz) ANN 

(Mean 
Square 

Error) MSE 

Upper Cut-
off (GHz) 

CST 

Upper Cut-
off (GHz) 

ANN 

(Mean 
Square 

Error) MSE 
12.985 12.9857 0 13.382 13.3726 0.0001 
11.915 11.914 0 12.374 12.365 0.0001 
11.089 11.091 0 11.56 11.5618 0 
10.45 10.4548 0 10.869 10.8743 0 

9.8239 9.8322 0.0001 10.222 10.2223 0 
9.3233 9.3179 0 9.6631 9.6638 0 
8.7997 8.8336 0.0011 9.1794 9.1941 0.0002 
8.3739 8.3814 0.0001 8.6823 8.7349 0.0028 
7.9726 7.9638 0.0001 8.2661 8.2826 0.0003 
7.7288 7.7112 0.0003 7.9912 8.0029 0.0001 
7.6301 7.621 0.0001 7.8796 7.8883 0.0001 

7.32 7.3221 0 7.5325 7.5304 0 
7.0208 7.0054 0.0002 7.2122 7.2155 0 
6.7445 6.7442 0 6.9172 6.9294 0.0001 

 

 
 

5. Experimental Description    

It has been established from Table I, II, III and IV that the Levenberg-Marquardt algorithm is the optimal 
model to achieve desirable values of speed of convergence. It has been observed that in the analysis of 
different antenna parameters i.e. Directivity (D), Radiation Efficiency (U), Gain (G) and Bandwidth (BW), MSE 
level has been reduced to a low value of 1e-5 for three layers MLPFFBP with Levenberg-Marquaradt (LM) 
training algorithm and tansig as a transfer function. Achievement of such a low value of performance goal 
(MSE) indicates that trained ANN model is an accurate model for analysing the performance parameters of 
coaxial feed equilateral traingular microstrip patch antenna.  It is observed that tansig is most suitable 
transfer function for the present work. 

6. Conclusion    

In this paper, the different parameters of equilateral triangular microstrip patch antenna using 

MLPFFBP- ANN have been analysed. The results obtained with the present technique are closer to the 

experimental results generated by simulating a large no of triangular antennas using CST software on the FR4 

(Lossy) substrate. The paper concludes that results obtained using present ANN techniques are quite 

satisfactory and followed the experimental trend. 
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