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Introduction
LASER airborne systems (LIDAR) is a remote sensing technology 

which integrate a mechanism of direct geo referencing (INS-GPS), 
measures distance by illuminating a target with a laser and analyzing 
the reflected light, providing a dense 3D point cloud that faithfully 
represents the area scanned which requires a careful and powerful 
treatment.

The interpretation of such LIDAR point cloud requires two steps: 
segmentation and 3D modeling. We are therefore interested in first 
time to the automatic segmentation of point cloud.

The automatic classification of urban areas using a LIDAR data or 
other source such as camera images for example is an important area 
of research. Most of the demand for these urban models is centered 
on creation of 3D virtual models of cities. Extract buildings is a key 
step in this segmentation process, several works have been made to 
segment buildings in many different ways that we will be summarized 
next. Processing LIDAR point cloud in an automatic way by special 
algorithms generates plans in an instant way. The present work deals 
with the segmentation of 3D data of urban scenes by developing a 
chain of automatic processes leading to the production of 3D models 
of urban scenes.

In our studies we present an automatic approach for LIDAR data 
segmentation, the input data is point cloud, and the output data is 
point cloud segmented into five classes: buildings, trees, roads, and soil. 
The methodology adopted in that research is leaning on topological 
relationship and height variation analysis, preliminarily, we divided 
on the one hand the point cloud into upper contour, lower contour, 
uniform surface, non-uniform surface, linear objects, and the rest. In 
the second hand we divided only the uniform surface into roof and 
ground point. Finally we divide the ground points into soil and road 
points.
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Abstract
Aerial topographic surveys using Light Detection and Ranging (LiDAR) technology collect dense and accurate 

information from the surface or terrain, it is becoming one of the important tools in the geosciences for studying 
earth surface. Classification of LiDAR data for the purpose of extracting ground, vegetation, and buildings is a 
very important step needed in numerous applications such as 3D city modelling, remote sensing, geographical 
information system (GIS), mapping, navigation, etc... Regardless of what the scan data will be used for, anautomatic 
process is greatly required to handle the immense amounts of data collected because the manual process is long 
and expensive. This paper presents an approach for automatic classification of aerial LiDAR data into 5 groups–
buildings, trees, roads, linear object and soil using single return LIDAR and processing the point cloud without 
generating DEM. Topological relationship and height variation analysis is adopted to segment the entire point cloud 
preliminarily into upper contour, lower contour, uniform surface, non-uniform surface, linear objects, and the rest. 
This primary classification is used on the one hand to know the upper and lower of each building in urban scene 
needed to model façade building and on the second hand to extract point cloud of uniform surface which contain 
roof, road and ground used in the second phase of classification. The second algorithm is developed to segment 
the uniform surface into roof building, road and ground, the second phase of classification based on the topological 
relationship and height variation analysis, The proposed approach has been tested using two areas the first is a 
housing complex and the second is a primary school. The proposed approach follows in this study proves successful 
classification results of buildings, vegetation and road classes.

State of the Art
Segmentation that interests us in our study can be conducted in 

three approaches:

The first approach is based only on the point cloud, the second one 
relates to derivatives that is to say the image generated from the raw 
point and the third brings both.

Approaches based solely on raw point cloud

These approaches only treat the raw point cloud without referring 
to any derivative of this product, As a non-limiting examples that may 
be mentioned, segmentation uses the octree structure [1], the algorithm 
proposed by Kraus and Pfeifer [2] based on linear prediction [3] and area 
3D detection [4], Lari et al. [5] propose an algorithm that organizes the 
point cloud in a tree (kd-tree) subsequently the result of this treatment 
is filtered [5,6,7] to use two waveform processing methods, non-linear 
least squares and a marked point process approach [7], Höfle et al. [8] 
combine both raster- and point cloud-based methods to extract only 
vegetation, Reitberger et al. [9] use the normalized cut segmentation to 
segment single trees in 3D from airborne LIDAR data.

The advantage of these approaches is the conservation of the 
original characteristics of the point cloud (accuracy, location, 
topographic relationship...) and using the first echo is reliably. But the 
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most inconvenient of these processes is the requirement of a relatively 
large memory which is the major drawback of them, and the notion 
that the urban scene is composed only by trees and buildings which is 
not a general case.

Approaches inspired of the image processing

In these approaches the treatment is essentially based on an image 
produced by the interpolation and/or segmentation. In this case, the 
segmentation means generating objects consisting of similar pixels. In 
these approaches, techniques of digital image processing are used, for 
example, methods based on maximum likelihood [10,11], the Bayesian 
network [12] Surface-Growing Approach [13], the Fourier transform 
[14] and the distribution analysis [15], Carlberg use 3D shape analysis 
and region growing to identify “planar” which correspond to ground/
roof and “scatter” regions which correspond to trees [16].

The advantages of these approaches are: the use of known and 
established algorithms in the field of digital photogrammetry and 
remote sensing, they are available through software and/or the open 
source without neglecting the speed of processing and computing. 
However, the major drawback is the loss of information caused by the 
resampling step.

Approaches based on the combination of them and point 
cloud

LiDAR data alone are not sufficient, according to some researchers, 
we need to combine it with other data sources. Cheng in their studies 
combines the topographic map and LiDAR data [17]. Habib et al. 
[18] propose the combination of image and LiDAR data to extract the 
contours of buildings [18,19].

Our work position

As presented in our studies of state of the art, we found two principal 
approaches, the first uses only the point cloud which conserves the 
original characteristics of them but required memory ,time, and 
gives us only one or two layer data such as building or building and 
vegetation or only treats the vegetal information. The second groups of 
approaches classify the LiDAR data by using remote sensing methods 
which are fast and require less memory than the first approaches but 
the most important inconvenient is the loss of characteristics of point 
cloud so loss of the precision.

Our processes use the LiDAR data without any interpolation, and 
to reduce the processing time we use masks in the form of DEM just to 
treat one step in the process, after that we superimpose the point cloud 
to DEM and get the information desired, after that we clean the DEM 
and we conserve just the point cloud. So, our method use the LiDAR 
point cloud such an input data and gives as output data in the form of 
point cloud; the principal advantages of our process is the conservation 
of original characteristics of point cloud without any transformation 
and the use of remote sensing methods to filter our data and to reduce 
the processing time, the second novelty in our method is the extraction 
of the different types of information such as building, soil, roof, road, 
vegetation and linear object.

Input Data
To test our algorithm we used LiDAR data free downloaded from 

(http://www.opentopography.org) website. These data are surveyed 
by Leica ALS50 LIDAR”Phase II” with an acquisition ≥ 83,000 and 
<105,900 pulses per second is (83 to 105.9 kHz) and flown between 900 
and 1300 m above ground level with a scanning angle of ± 14° from 

nadir. These parameters were developed to obtain point cloud with 
an average density greater than 8 pulses per square meter of the land 
surface, and vertical accuracy estimated at 3.5 cm.

Segmentation Process Developed in this Study
Algorithm developed in this research allows the automatic 

segmentation of LIDAR point cloud in order to extract buildings, linear 
objects, vegetation, soil and road. The data used are the 3D coordinates 
(X,Y,Z) of the first echo only.

The first step of this segmentation method creates immediately five 
classes, we list as follows:

• Upper contour

• Lower Contour

• Uniform surface

• Non-uniform surface

• Linear object

The algorithm uses the Voronoi diagram to select the set of points 
V={Pi} The closest to a given point (P) than any other point in the point 
cloud. Thereafter, we take all points of the set V and rank them in order 
of deposit growth (Figure 1).

The local study of each point by comparing successively their altitude 
versus its neighbors in order highlight the class to which the point 
belong by results analysis. The classification mechanism (Algorithm 1) 
is, for each point (P) of the cloud, to compare the elevations difference 
between LASER points (np) contained in a neighborhood V and (P) 
to an empirical threshold S1 chosen according to the desired small 3D 
element.

This analysis leads automatically to three cases: 

Extraction of linear objects

If all the points of the set V have a difference upper than S1, in this 
case the treaty point belongs to the linear object class, as explained in 
the following diagram:

• Let V={v1, v2, ...,vn} the set of neighboring points.

• ΔZi = Zp-Zvi, with p the Treaty point and vi the neighboring 
point to pi.

P1

P2

P3

P4
P5

P6

P

Figure 1: Selection and ranking points (Pi) of the set {V} 
neighboring to a point (P) during treatment.
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• If ΔZi> threshold (S1) mi=1 else mi=0.

• M=Σ(mi)

For a linear object, M must be equal to n (Figure 2).

Extraction of uniform and non-uniform surfaces

If all the points of the V set have a difference between the thresholds 
S1 and -S1, in this case the treaty point belongs either to the uniform 
or non-uniform surface, so two cases arise depending on the accuracy 
of the point cloud and on the threshold tolerated for this segmentation.

Cases where M=∑ (mi)=0.

At first, if all gradients (ΔZi<S1) are lower than the chosen 
threshold for segmentation, we move to a second treatment which 
consists in separating these points into two classes uniform and non-
uniform surface.

For this treatment, we calculate the equation of the plane based on 
the points of the set V; this equation is given by the following formula:

ax+ay+az=0.

Thereafter, the distance (d) between the Treaty Point (p) and the 
plane (P) is calculated, based on the analysis of result, the point cloud is 
segmented into uniform and non-uniform surface (Figure 3).

Contour extraction

We have seen two cases, the first in which all differences ΔZi are 
above the threshold this is the case of linear objects, the second which 
all ΔZi are inside the interval {s, - s} is the case of uniform and non-
uniform surface. The third case mentioned to explain it is where some 
of ΔZi is greater than s, while other part is inside the interval {s, -s}. In 
this case, we are faced at points of the upper contour of the building 
(Figure 4). Another type of information to be extracted from LIDAR 
data, which is important in 3D modeling, is the information layer of 

the lower contour of 3D elements. These points are extracted in the case 
where a part is less than (-s) and the other part is inside the interval {s, 
-s} as shown in figure 5.

Extraction of roof class

After the detection of the aforementioned five classes, we need to 
extract the roof buildings class; it must be extracted from the uniform 
surface class which additionally contains the roofs of buildings, land, 
roads and other types of information such as, for example, vehicles. The 
second algorithm developed for this extraction is based in part on the 
principle of Algorithm 1. Indeed, this segmentation is a series of upper 

 

(V)

Figure 2: Selection of neighborhood of given point (linear object). 

a

b

Plan
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Figure 3: The black dots represent the uniform surfaces, while the whites 
represent the non-uniform surfaces, for example, trees.
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Figure 4: Automatic extraction of upper contour class.
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Figure 5: Automatic extraction of lower contour class.
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Figure 6: Processing chain for detecting the roof of buildings and roads 
and soil class.
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contours extracting of the uniform surface layer until the number of 
contour points in the uniform surface layer is equal to 0 (Figure 6). In 
the first time we applier the algorithm N°1 to uniform surface but in this 
case just to extract upper contour which is stocked to “roof building” 
class and removed from the uniform surface class, we repeated that 
operation until the number of uniform class points equal to 0.

Filtering segmented data

To filter the results of the segmentation, it is appropriate to 
use masks as DEM image of each extracted classes. Thereafter, the 
superposition of point cloud on the filters (treated DEM of each class) 
allows the elimination of noise. At first, we begin by processing the 
mask from building class by applying mathematical morphology which 
is divided into two stages: elimination of residual segments and then 
fill holes in the segments body. This is given by the succession of two 
operators: the opening used to remove small segments, and the closing 
used to fill holes in the ground surface segments (Table 1).

In the first stage which is the elimination of residual segments, 
we can found some small gaps in roof building caused by surveying 
lack which are automatically accentuated in that stage, so we applied 
the closing to fill holes in the roof surface segments and after that we 
superpose the original point cloud to the roof surface mask to extract 
all roof points. That’s the particularity in our algorithm (Figure 7).

Thereafter, a dilatation are applied to results and multiplied by the 
upper contour mask to obtain the points of buildings contour (Figure 8).

Vegetation class is obtained by subtracting the upper Contour from 

upper Contour building. Finally the road class is obtained by separating 
ground and roads depending on the intensity (Figure 9). LiDAR points 
that belong to the road class are those who have intensity between the 
acceptable limits for road materials (bitumen) (Figure 10).

Results and Discussion
To test our approach, we apply over two different sites, the first is a 

housing complex and the second is a primary school, as we have satellite 
images of the two sites. The time required to extract the different classes 
of the first site and second site covering 4ha of surface equal to 2 min 26 
second making this method faster than other methods. Figure 11 shows 
the extracted buildings on sites, satellite images and visualization of the 
point cloud. Table 2 shows extracting buildings error.

The average density of Site N°1 is (4.5 pts/m²), the segmentation 
threshold fixed to 2 m, and the noise element is fixed to (3*3) pixel 
knowing that surface of pixel in soil equal to 0.25 m². So surface of the 

Site Date of Survey Site Area average density Photo Site
(Site 1)
«Wesrborough»
South San 
Francisco
United State

21/03/2007 3.52 Ha 4.5 pts/m2

with 158437 
points

(Site 2)
August school
Newark Fremont
United State

04/17/2007 3.96 Ha 5 pts/m2

with 196526 
points

Table 1: Photo Sites.

Site Number of 
buildings

Number of 
detected 
buildings

Number of 
non detected 
buildings

Surface of 
small element 
detected

Detection 
error

Site N°1 38 38 0 2.25 m² 0%
Site N°2 26 26+12

(old picture 
from the 
LIDAR survey)

0 2.00 m² 0%

Table 2: Building extraction errors on both sites.

 

a b

Opening + Closing

Figure 7: Roof buildings mask obtained before (a) and after (b) application 
of mathematical morphology operators.

 

Roof building dilated                                Upper contour                            Building upper contour

∗ =

Figure 8: Sequence of operations for obtaining buildings outlines.

 

Figure 9: Sequence of operations for obtaining the vegetation contour.

 

S(voiries)  = {Pi  / imin  <  Pi(intensite)  <  imax }

Figure 10: Extraction of Road class from “ground & road”.

 

a) Points cloud b) satellite image c) extract buildings d) extract vegetation
Figure 11: Visualization of point cloud, satellite image, building class and 
vegetation class.
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smallest building or tree which can be detected in this segmentation 
is 2.25 m². As shown in figure 11, it is noted that trees bonded to the 
buildings are extracted even if the minimal distance between both. 
We note that all the buildings have been extracted without exception, 
generally the surface of building in urban scene exceeds 50 m², and in 
our segmentation method all 3D elements which are a surface greater 
than 2.25 m² will be extracted as shown in figure 12.

These residuals represent a layer of information completely 
different from building class is a class of moving objects “vehicles”, 
which requires further processing to filter these results or just augment 
the segmentation threshold. For this analysis, this approach is effective 
in terms of 3D objects extraction regardless their natures, and the 
distinction between vegetation and buildings is a very reliable if they 
are joined to each other, however, it is necessary to extract the moving 
objects class from buildings class.

Conclusions
This paper has highlighted a new process in the field of automatic 

extraction of 3D objects from LIDAR data which is composed of 
three algorithms using only the first echo and taking advantage of the 
topology of the point cloud. This process produces a set of data layers as 
point cloud, which conserves the original precision of the cloud without 
any interpolation of data. The extraction of 3D objects, through this 
process is carried out regardless of the terrain. However, it should be 
improved, because in areas where vegetation is important, 3D objects 
can be overlapped with the vegetation class.

Summary
Topographical technology by LIDAR (Light Detection and 

Ranging) or “lasergrammetry” Airborne generate a cloud with a 
density of several points per square meter and a fairly important point, 
the processing of such data is a crucial and necessary step to make used. 
Segmentation is the first step in processing LIDAR data, this article 
describes a new segmentation process consists of three algorithms. 
All algorithms directly address the cloud and score points without 
interpolation, which retains the accuracy and quality of data removed, 
the treatment focuses on the study of the topological relationship 
between each point of the cloud with its neighbors at a distance given. 

Based on the analysis of topological relationships of each point (P) of 
the cloud {S}, the first algorithm generates five classes: Surface non-
uniform upper Contour lower, uniform surface, and the linear object 
class, knowing that these classes are in the form of point cloud.

The second algorithm is proposed to highlight two important 
classes in our study: the class that relates to the roofs of buildings and 
land and road class, while addressing the class uniform surface. And 
the third algorithm is developed whose function is the separation of 
the classes road and ground, and the deduction of the vegetation class.
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Site Number of 
tree

Number of 
detected tree

Number of 
non detected 
tree

Surface of 
small tree 
detected

Detection 
error

Site N°1 17 17 0 2.25 m² 0%
Site N°2 23 23 0 2.00 m² 0%

Table 3: Tree extraction errors on both sites.

 
Figure 12: The residue after the roofs buildings extraction.
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