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Abstract
On considerable progress on Medical Image fusion techniques, many algorithm are used from intensity-hue-

saturation (IHS), principal component analysis (PCA), multi resolution analysis based method & Artificial Neural 
Network (ANN), but all these algorithm had heavily degrade the brightness of the input images. In IHS fusion, it 
converts a low resolution color images from RGB space into the IHS color space and a combined IHS with PCA to 
improve fused image quality but it generates several drawback, (a) The Pixel-level fusion- method are sensitive to 
accuracy (gives low accuracy), (b) The color channel of input spectrum should be less than or equal to IHS transform 
(created very large spectrum) and in ANN-based fusion include: (1) The long iteration time of the ANN and the need 
to manually parameterize it before each fusion; (2) An occasional failure to converge, such as in the PCNN-based 
method when some neurons did not fire during the whole iteration.

Keywords: Multi-Resolution Image(MR Images) Fusion; Genetic
Algorithm; Curvelet transformation; Copulas

Background
Medical image fusion can be performed at three broad levels: pixel 

level, feature level, and decision level. Pixel based fusion is performed 
on a pixel-by-pixel basis, generating a fused image in which informa-
tion associated with each pixel is selected from a set of pixels in the 
source images. Medical image fusion at the feature level requires the 
extraction of salient environment-dependent features, such as pixel in-
tensities, edges, or textures [1-3]. Decision-level fusion involves merg-
ing information at a higher level of abstraction, combining the results 
from multiple algorithms to yield a final fused decision. At this level, 
input images are processed individually for information extraction. 
The obtained information is then combined by applying decision rules 
to reinforce a common interpretation [4].

For multi-resolution analysis (MRA)-based fusions, such as the 
pyramid transformation, have been used for nearly three decades. 
Pyramid-based image fusion methods, which were all developed from 
the Gaussian pyramid transform, have been extensively modified and 
widely used. Wavelets and their related transform represent another 
widely used technique in this category. Wavelet transforms provide a 
framework in which an image is decomposed into a series of coarse-
resolution sub-bands and multi-level finer-resolution sub-bands. The 
contrast pyramid fusion method loses too much source information 
to obtain a clear, subjective image; the ratio pyramid method produces 
lots of inaccurate information in the fused version, and the morpho-
logical pyramid method creates a large number of artifacts that do not 
exist in the original source images. Wavelets and their related trans-
form represent another widely used technique in this category. Wavelet 
transforms provide a framework in which an image is decomposed into 
a series of coarse-resolution sub-bands and multi-level finer-resolution 
sub-bands [5].

Many times multi-slice transform based image fusion methods 
assume that the underlying information is the salient features of the 
original images, which are linked with the decomposed coefficients, 
This assumption is reasonable for the transform coefficients that cor-
respond to the transform bases which are designed to represent the im-
portant features, such as edges and lines of an image. Wavelets and re-
lated multi-slice transforms are working with a limited dictionary; each 

multi-slice transform has its own advantages and disadvantages [6].

Motivation
Progress on medical image fusion techniques has been made, and 

various fusion algorithms have been developed. Medical image fusion 
can be performed at three broad levels: pixel level, feature level, and 
decision level. Pixel based fusion is performed on a pixel-by-pixel basis, 
generating a fused image in which information associated with each 
pixel is selected from a set of pixels in the source images. Medical image 
fusion at the feature level requires the extraction of salient environ-
ment-dependent features, such as pixel intensities, edges, or textures. 
Decision-level fusion involves merging information at a higher level of 
abstraction, combining the results from multiple algorithms to yield a 
final fused decision and also with this medical Images are exchanged 
for number of reasons, for example tele-conference among clinicians 
interdisciplinary exchanged between radiologists for consultative pur-
pose and distant learning of medical personal. Like, the spatial preci-
sion of fMRI could be complemented with the temporal precision of 
EEG to provide unprecedented spatiotemporal accuracy [7].

A chief purpose of multimodal fusion is to access the joint infor-
mation provided by multiple imaging techniques, which in turn can be 
more useful for identifying dysfunctional regions implicated in many 
brain disorders. This is a complicated endeavour, and can generate re-
sults that are not obtainable using traditional approaches which focus 
upon a single data type or processing multiple datasets individually [1].

In order to overcome the computational complexity and manual 
parameterization in MRA-based fusion, as well as the long iteration 
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time of ANN-based fusion. So, we decompose an image into multi-lay-
ers of the same size as the original. Similar to the wavelet-like method, 
we decompose an image into coarse and detailed layers and for jointly 
analyzing multimodal data are to take maximal advantage of the cross-
information of the existing data, and thus may discover the potentially 
important variations which are only partially detected by each modal-
ity. Approaches for combining of fusion data in brain imaging can be 
more conceptualized as having a place on an analytic spectrum with 
mata-analysis to examine convergent evidence at one end and large-
scale computational modelling.

Challenges often come from the fact that conclusions need to be 
drawn from high dimensional and noisy brain imaging data from only 
a limited number of subjects. Hence efficient and appropriate methods 
should be developed and chosen carefully. 

Research Methodology
Meta-heuristic Genetic Algorithm (GA) approach with curve-
let transforms

For the higher accuracy and best pixel based fusion of Multi-slice 
image I am using Meta-heuristic Genetic Algorithm Approach with 
curve-let transform. Thus for more effectiveness of image fusion tech-
niques, one divergence measures are derived from algorithm [8]:

XKL
p(x)D ( P Q ) P(X)log dx
q(x)

= ∫

                                                   (1) 

With the help of divergence measures eq. (1) can be re written as
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KL p

x

pD P Q E
q

=

                                                                  (2)
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Where p(x) and q (x) are probability density function of X and Y 
respectively and divergence based information can be considered as 
the special case of the divergence between the joint probability density 
function and the product of the marginal probability density functions.

The divergence with Gaussian state that the outward probability of 
a vector field through a closed surface is equal to the volume integral 
divergence over the region inside the surface, Hence it states that the 
sum of all sources minus the sum of all sinks gives the net flow out of a 
region. So, similarly the values of E(Px), E(Qx) and the probability of p 
and q, will give a flow of data which is must necessary for the fusion of 
MR Images with GA. the values of equation will very helpful for direc-
tional characteristics with Curvelet transform, this above equation (1) 
will be able to provide the direction multi-slice fusion and its solution 
under GA to minimize the FS values.

Curvelet transform has direction characteristics, and its base sup-
porting session satisfies content anisotropy relations, except have 
multi-scale wavelet transform and local characteristics. Here from eq. 1 
to eq. 6 will provide the initial probability for image fusion. While per-

forming the Meta heuristic with G, We get these three Issues and to 
solve these three issues, I had used four approaches which are used to 
provide the probability to solve the image fusion and help us to get rid 
these issues in image fusion and these above stated below.

Issues

Neighbor filtrations: While performing the Genetic Neural Net-
work, we need to find the best solution for each images fusion because 
each image can’t fuse on any other images because if we fuse two non 
comparable image over each other than the output will be something 
else and more disturbing to get real data, for this we need to check the 
Neighbor Images which can fuse on other images and get the best solu-
tion from the fusion. So this creates a very big issue while performing 
the fusion which is known as Neighbor Filtration and to solve this issue 
I purposed two approaches and these are Linear Superposition Image 
Fusion &Non-Linear method MR Image Fusion under these approaches 
we need to find the best paring images as Neighbor which can fused 
and help us to get the solution out of it and under this each step will 
check the mutual information of images for each neighbor images.

Probability for curvelet transform: In the Curvelet transforma-
tion after neighbor filtration we need to check the probability of mu-
tual information generated by each neighbor images for perfect fusion, 
under this need to transform few images after the mutual information 
totally depend on mutual information. Under this Curvelet we need to 
check the maximum probability of match of two images under best Fu-
sion symmetry (FS) and fusion factor, because these fusion factors (FF) 
will help us to provide the factor of transformation of images. So this 
FF wills responsible to any angle or mutual transformation of images, 
hence this create the issue of Probability of Curvelet Transformation 
and for its solution we can optimize probability of fusion by the ap-
proach “Optimization Approaches of Images”. Hence need to optimise 
the probability each time to solve this issue for make perfect Curvelet 
transformation.

Fusion solution for GA: For the GA neural network we need to 
find the best solution amongst all the images used for fusion to get best 
FF and FS, for this best fusion we need to break the images into the 
pixel fusion and every time this pixel solution will provide the best so-
lution and help us to get mutual information required after Curvelet 
transformation and neigbhors filtration  and just after these two issue 
the pixel mutual arrive to get the best solution, hence Fusion Solution 
became the main issue for this kind of fusion so, we need to solve this 
issue,  and Genetic Neural Network for Pixel fusion can solve this kind 
of problem by pixel mutual information related to fusion process of 
MR Scan images.

Now as per the issues highlighted above with Meta-heuristic GA 
with curve-let transform, I intended for few approaches according to 
solve them. These approaches are stated below as per their requirement 
and these are used to solve the their respective issues, every issue is gen-
erated while their fusion of images and their probabilities with respect 
to GA and with the help of divergence measures eq. (1) & Meta-heu-
ristic Genetic Algorithm Approach with curve-let transform, there are 
many approaches to pixel level fusion of spatially input images. A few 
generic approaches categorization according the issues and solve them 
of Meta-heuristic Genetic Algorithm Approach with curve-let transform 
for Image Fusion and these are according to serial of issue generated.
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Approach to Solve the above Issues

Linear Superposition Image Fusion

Non-Linear method MR Image Fusion

Optimization Approaches of Images

Genetic Neural Network for Pixel fusion 

Linear superposition image fusion: This approach is used to 
solve the first issue generated while performing the fusion & that was 
Neighbor Filtrations (Issue 1) but this issue needs two approaches to 
solve this issue, and the first approaches is stated below and its research 
method also and this is first step to solve issue and fuse the image after 
getting Neighbor information and after this step we need to check with 
Non-linear Method MR Image Fusion.

For the higher accuracy in MR Image fusion, we should know the 
nearest neighbour for superposition of images, because every neigh-
bor of images creates an issue to be got solved, because without know-
ing the accurate neighbor, we can’t superposed the images. So, with 
the help of Meta-heuristic Genetic Algorithm Approach with curve-let 
transform divergence measures Eq. (1), we can use Eq. (1) modified 
version with probability for Linear Superposition image Fusion for the 
marginal densities of the image with variable x and y respectively [9]. 

MI Kl XY x yI (x, y) D (P (x, y) q (x)q (y))= 
                                      (7)

 = Y
x,y Y

Px (X,Y)PX (X,Y) dxdy
qx(x)qy(y)

∫ ∫                                           (8) 

Where pXY (x,y) is the joint probability density function of the 
variable x and y, q X(x) and qY(y) are the marginal densities of variable 
x and y respectively. Mutual information can also be defined in terms 
of entropy measures as [10]:

MII (x, y) H(x) H(y) H(x, y)= + −                                                   (9) 

Where,

(x) E[I(X) H(Y) [I(y)]H E= + =                                               (10)

1 1 2 2 k kE(Y) x p x p ... x p= + + +                                             (11)

1 1 2 2 k kE(Y) x p x p ... x p= + + +                                          (12)

where H(x), H(y) and H(x,y) are the Shannon entropies of X and Y 
and the joint entropy between x & y respectively and p is relative prob-
ability of X and Y, E is expected value operator with x and y. If X and 
Y obey Gaussian distribution, then mutual information become one:  
Considering X & Y as two input image, and F as the fused image, then 
the mutual information based performance measure is defined as [11]:

FXY MI MIMI I (F, X) I (F,Y)− +                                                          (13) 

F(Y X)F(X |Y)
F(Y)
∩

=                                                                        (14)

F(X Y )F(X |Y)
F(X)
∩

=                                                                     (15)

0F(X |Y) F(Y | X)= >                                                                (16)

Where MI is Mutual information and FXY is a modified measure 
of mutual information for Neural Network & from equations (5-7) is 
providing the mutual probability of “F” density function and it should 
be greater than 0, because it will provide the multiplication (mutual) 

information of the X and Y.

Non-Linear method MR Image Fusion: From the probability of 
near neighbor MR Images, Now we can check the probability for Non-
Linear Image Fusion because the Non Linear Image fusion creates lots 
of problem in data fusion and accurate answers, so, we need to check 
the possibility of higher probability, I introduce Eq. (9) and eq. (13), 
respectively [12].

equation (9) & (13) are:-

MII (x, y) H(x) H(y) H(x, y)= + −                                                (17)

Where

H(X) E[I(X)& H(Y) E[I(Y)]= =                                               (18)

1 1 2 2 k kE( X ) x p x p ... x p= + + +                                                 (19)

1 1 2 2 k kE(Y) x p x p ... x p= + + +                                                  (20)

FXY MI MIMI I (F,X) I (F,Y)= +                                                     (21)

F(Y X)F(X |Y)
F(Y)
∩                                                                      (22)

F(X Y )F(Y | X)
F(X)
∩

=                                                                     (23)

0F(X |Y) F(Y | X)= >                                                                 (24)

where H(x), H(y) and H(x,y) are the Shannon entropies of X and Y 
and the joint entropy between x & y respectively and p is relative prob-
ability of X and Y, E is expected value operator with x and y. If X and 
Y obey Gaussian distribution, then mutual information becomes one.

So the key to calculation of the divergence based information’s the 
estimation of the joint probability density for nearest neighbor Image 
Fusion.  Approaches to this estimation problem can be classified into 
two categories: Non-parametric and Parametric Methods. The typi-
cal Non-parametric methods applied to image fusion processing are 
often referred to as the joint histogram method. The method usually 
requires a large amount of data of reliable results, but the operations 
on small size of pixel neighbors are often required. The pixel intensity 
distributions usually offer more stable information than pixel intensi-
ties themselves, while the joint histogram method counts the number 
of occurrences of pixel intensity pairs [13].

The distributions of the image pixel, the probably most straightfor-
ward way to build a fused image of several input frames is performing 
the fusion as a weighted superposition of all input frames. The optimal 
weighting coefficients, with respect to information content and redun-
dancy removal, can be determined by a principal component analysis 
(PCA) of all input intensities. By performing a PCA of the covariance 
matrix of input intensities, the weightings for each input frame are ob-
tained from the eigenvector corresponding to the largest eigenvalue. A 
similar procedure is the linear combination of all inputs in a pre-chosen 
color space (eg. R-G-B or I-H-S), leading to a false color representation 
of the fused image intensities in the real world usually do not obey the 
Gaussian or other certain probability distributions. Another simple ap-
proach to image fusion is to build the fused image by the application of 
a simple nonlinear operator such as max or min [7]. Here from equa-
tions 7 to 24 will provide the neighbor probability in the form of image 
superposition linear or non-linear & then prepare image for next stage.

Optimization approaches of images: This is an approach to solve 
the issue Probability for Curvelet Transform (Issue 2), under this is-

http://dx.doi.org/10.4172/2090-9888.1000109


Citation: Solanki DK, Solanki N, Adam MF (2014) Fusion of Multi-slice MR-Scan Images with Genetic Algorithm with Curvelet-transform. Lovotics 2: 
109. doi: 10.4172/2090-9888.1000109

Page 4 of 6

Volume 2 • Issue 1 • 1000109Lovotics
ISSN: 2090-9888 Lovotics, an open access journal

sue we need to solve all the transform probability with Curvelet Trans-
formations of images need to fused. This will give a solution which is 
more optimal to transform in terms of GA approaches to fuse images 
and this is second step to solve issue and fuse the image after getting 
optimal Solution.

Since the Curvelet transform is the transformation of image in 2D 
or 3D for this near neigbhors and it helps us in the finding real prob-
ability of Image fusion because sometimes the image near to be rotated 
or transformed for its data fusion or fused Symmetry (FS).  This image 
properties causing the many issues in fusion so, by the help of Curvelet 
and copula distribution function, I am solving this issue also.

If in all input images the bright objects are of interest, a good choice 
is to compute the fused image by a pixel-by-pixel application of the 
maximum operator. An extension to this approach follows by the in-
troduction of morphological operators such as opening or closing. One 
application is the use of conditional morphological operators by the 
definition of highly reliable 'core' features present in both images and 
a set of 'potential' features present only in one source, where the actual 
fusion process is performed by the application of conditional erosion 
and dilation operators. A further extension to this approach is image 
algebra, which is a high-level algebraic extension of image morphology 
[14].

The basic types defined in image algebra are value sets, coordinate 
sets which allow the integration of different resolutions and tessel-
lations, images and templates. For each basic type binary and unary 
operations are defined which reach from the basic set operations to 
more complex ones for the operations on images and templates. Image 
algebra has been used in a generic way to combine multisensory images 
Furthermore; the multivariate distributions require that the types of 
marginal distribution are consistent. If the marginal’s do not have the 
same type of distributions, for example, one image is Gaussian distrib-
uted, and another one is Gamma distributed, then there is no obviously 
known multivariate distribution model available that can estimate the 
associated joint probability density functions. Copulas [15] represent a 
mathematical relationship between the point distribution and the mar-
ginal distributions of random variables. A two-dimensional copula is 
a bi-variant cumulative distribution function with uniform marginal 
distributions on the interval (0,1).

1 1
XY X YC(u,v) F (F (u),F (v))− −=                                                        (25) 

Where C(u,v) is called copula distribution function, and u=FX(x), 
v=FY(y) are the marginal cumulative probability distributions for vari-
ables X & Y respectively. The copula density is derived from equation 
(4), (5) & (6) is 

22
x yC(F (x),F (y))C(u,v)C(u,v)

u v u v
∂∂

= =
∂ ∂ ∂ ∂

                                  (26) [3]

2
XY XY

x y x y

F (x, y) f (x, y)
f (x) f (y) x y f (x) f (y)
∂

= =
∂ ∂

                                             (27) [16]

With the help of equation. (8), we know this equation (15), (16) and 

(17) already for finding the probability associate with X and Y.
F(X Y )F(Y | X)

F(X)
∩

=                                                                        (28)

F(Y X)F(X |Y)
F(Y)
∩

=                                                                        (29)

0F(X |Y) F(Y | X)+ >                                                              (30)

Eq. (9), (10) & (11) is providing the mutual probability of  “F” den-
sity function and it should be greater than 0, because it will provide the 
multiplication (mutual) information of the X and Y.

Where  C(u,v) is the copula density function, fXY(x,y) is the joint 
probability density function of X & Y & fX(x), fY(y) are the marginal 
probability density function respectively.

The mutual information is computed by using both Gaussian as-
sumption based method and copula method, while been computed us-
ing a Gaussian & Copula, the Copula parameter estimated by using

Genetic Algorithm. Here we implement Equations 25-30 after all 
other above equation, the image is now ready to implement for GA.

Genetic neural network for pixel fusion: (With Gaussian com-
ponents): This is also an approach to solve the Fusion Solution for GA 
(Issue 3) [17-20], under this approaches I solve the GA to get the best 
solution to find the Fusion symmetry, and this approaches will provide 
the best solution under pixel fusion of images and help GA and neural 
network to identify the best solution in terms of Curvelet transform. 
With this last approaches we can fuse the image and get the best solu-
tion out of it and this is last step of image fusion.

The genetic algorithm, by contrast, does not try every possible 
combination. It attempts instead to intelligently get closer and closer to 
the best solution. Therefore, far more variables can be utilized, and you 
can allow all values of a variable. Optimization can still take a good deal 
of time if you give a GA a fair number of variables, but it will be doing 
much more work in that amount of time. So for time and best solu-
tion, I implement Fusion Symmetry by Curvelet transform with higher 
probability for nearest neighbor in pixel fusion, because fusion in pixel 
with probability creates a issue for time and accurate looping for best 
solution with GA with Curvelet transform.

By the Genetics Algorithm with divergence wavelet, the mutual 
result will be in Ratio of pixel, So for Principal Components Analy-
sis (PCA), because PCA fused image is very to visible image, so that a 
very high mutual information is generated between PCA with Gaussian 
with Genetic Algorithm. The PCA fused image is 'very distant' from 
infrared image, and so the mutual information between PCA fused im-
age & the infrared is very low, however mutual information is always 
great or equals to 0. The PCA fused image still has very mutual in-
formation with input images and is mistakenly considered as the best 
algorithm. To avoid this type of error, the Fusion Symmetry (FS) [17] 
is introduced to solve this problem with the help of Gaussian and Meta-
Heuristic Genetic Algorithm.

0 5FX

FX FY

I (F,X)FS abs( . )
I (F,X) I (F,Y)

= −
+

                                        (31) 

F(Y X)F(X |Y)
F(Y)
∩

=                                                                       (32)

0F(X |Y) F(Y | X)+ >                                                                  (33)

where

FXI (x, y) H(x) H(y) H(x, y)= + −                                                  (34)

Where 
FX FXI (x, y) H(x) F(X |Y)& I H(y) F(Y | X)= + = +        (35)

H(X) E[I(X)& H(Y) E[I(Y)]= =                                                (36)

http://dx.doi.org/10.4172/2090-9888.1000109


Citation: Solanki DK, Solanki N, Adam MF (2014) Fusion of Multi-slice MR-Scan Images with Genetic Algorithm with Curvelet-transform. Lovotics 2: 
109. doi: 10.4172/2090-9888.1000109

Page 5 of 6

Volume 2 • Issue 1 • 1000109Lovotics
ISSN: 2090-9888 Lovotics, an open access journal

1 1 2 2 k kE( X ) x p x p ... x p= + + +                                              (37)

1 1 2 2 k kE(Y) x p x p ... x p= + + +                                               (38)

where IFX() is a modified measure of mutual information, for the 
divergence based information. The smaller the FS, the better perfor-
mance of image fusion and also H(x), H(y) and H(x,y) are the Shannon 
entropies of X and Y and the joint entropy between x & y respectively 
and p is relative probability of X and Y, E is expected value operator 
with x and y. If X and Y obey Gaussian distribution, then mutual in-
formation become one All the results of image fusion performance 
the Gaussian copula were applied and GA method used to estimate 
the copula parameter. The FS measure is much better than the simple, 
visible image fusion respectively. This measure is called Fusion Fac-
tor (FF). The next step is to compare the methods between mutual 
information, divergence based information. Since fusion symmetric 
measure is obviously better fusion factor, hence only fusion symmetry 
measure is considered. According to all derived rule, the smaller FS, the 
better the performance of image fusion [2].

According the Mutual information between Gaussian with Copu-
la's and divergence equation, the FS should be smaller for better per-
formance, hence the information of all equations [6] will deal with GA 
to find the best solution without many repetitions probabilities, since 
this all entropy and their probabilities will help GA to find its best so-
lution. The Fusion Factor (FF) will cover all probability between the 
mutual information with copulas and divergence. This FF is covered all 
FS levels to provide the best solution and help the Image in all aspect 
fusion's. After all above equation we processed the ready image after 
Eq. 30 to next level for GA to find best solution in terms of FF and FS, 
so this the image is processing with Equations 31-38 and after all this 
we got below solution [21].

Solution
The mutual information (MI) between two image measures degree 

of dependence of the images (A & B). Its values are zero when Figure 
1(a) and (b) are independent of each other. Mi between two source Im-
ages (A & B) and fused image F is given by histograms of images and 
the joint probability by the FS over FF.  So, a higher MI value indicates 
good fusion results with lower FS values.

This is the divergence will check the maximum probability of mu-
tual information if found if not then the Curvelet transform will work 
to transform the images for getting the probability for fusion, then the 
Copulas entropy is start the probability checking & fused the image 
initially, later on the GA and copulas will work together in below Figure 
2(a) and (b) images.

After finding the maximum probability of Mutual information 
(MI), the Fusion Factor (FF) will work for finding the best solution in 
fusion method for Fusion Symmetry (FS) to be smaller because smaller 
the values will increase the fusion pattern and merge high intensity 
property reading & its variation toward next Figure 3 image. 

As per the FS and FF, if a fused image is fused then it will show all 
properties of both images and it contain all necessary data in details, 
this means it contain all the data mention in both images, it will be 
helpful to check all required data, shown in Figure 3 “F” above. This 
image gives all aspect of image fusion with all details of both images 
in very prospectus manner and this fused image will all details accord-
ing to mutual information with smaller FS. This FS fused image will 
show all the data according to linear pattern with reference of each im-

ages and gives a better idea about the problem in brain and other MR 
scanned Images.

Fusion algorithm - meta-heuristic genetic algorithm (GA) ap-
proach with curve-let transform contribution

In the above, I am implementing a heuristic search with GA and 
Curvelet transform for the image fusion (Figure 4), to solve few issues 

A B

Figure 1: Mutual fused Images with GA and curve let transform using Meta-
heuristic Search.

A B

Figure 2: GA and copulas work.

Figure 3: Combined MI Fused Image from Image (A & B)-“F”.

Figure 4: Data-Flow Diagram for Meta-heuristic GA with Curvelet transform [2]
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like Neighbor filtration, Probability for curvelet transform and fusion 
solution for GA, In this I am using a Mutual Information for Sym-
metric fusion and best solution with time complexity eq. (2),(3), with 
eq. (5). in these equation, i am searching the mutual information for 
the GA to reduce the time for best solution but the curvelet transfor-
mation, i can rolate the images with transformation into RDB to IHS 
for the fusion and best solution in GA algorithm and optimization ap-
proaches if images. The conversion of RGB to IHS will also lead the 
Algorithm for the encryption for the data protection & privacy, this 
conversion is also helpful for data sharing across the globe and it will 
help us to implement other latest technology over already fused image 
and help us to rethink over the data and other thing from technology. 
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