Advanced Techniques for Morphometric Analysis in Fish
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Abstract

Information on the biology and population structure of any species is a prerequisite for developing management and conservation strategies. Morphometric characters of fish are the measurable characters common to all fishes. Some arbitrarily selected points on a fish body known as landmarks help the individual fish shape to be analyzed. A landmark is a point of correspondence on an object that matches between and within populations. Advanced techniques for morphometric analysis offers more efficient and powerful tools in identify differences between fish populations, detecting differences among groups and to differentiate between species of similar shape. Morphometric methods such as univariate comparisons, bivariate analyses of relative growth pattern and a series of multivariate methods have been developed and applied to discriminate stocks. The use of multivariate techniques such as principal components and discriminant analyses to quantify morphometric variables are also receiving increased attention in stock identification. Some of the advanced techniques developed for morphometric analysis in fish population are Truss network measurement, Image analysis- Univariate, Bivariate, and Multivariate, Principal Component Analysis (PCA).
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Introduction

The field of fishery science has employed many tools such as genetics and morphometric to differentiate fish population [1]. Morphometrics may be defined as a more or less interwoven set of largely statistical procedures for analyzing variability in size and shape of organs and organisms. Morphometric differences among stocks of a species are recognized as important for evaluating the population structure and as a basis for identifying stocks [2,3]. Morphometric measurements are widely used to identify differences between fish populations [4-6]. Truss network systems constructed with the help of landmark points are also a powerful tool for stock identification. Some arbitrarily selected points on a fish body known as landmarks help the individual fish shape to be analyzed. A landmark is a point of correspondence on an object that matches between and within populations [7].

Materials and Methods

Morphometric analysis offers more efficient and powerful techniques, such as image analysis, for detecting differences among groups and to differentiate between species of similar shape [8].

Image analysis systems played a major role in the development of morphometric techniques, boosting the utility of morphometric research. The characteristics may be more applicable for studying short-term, environmentally induced disparities, and the findings can be effectively used for improved fisheries management [18-21].

The truss network system can effectively be used to distinguish between the hatchery and wild stocks. It has been also successfully utilized to differentiate and identify stock of the horse mackerel Trachurus trachurus and the Japanese threadfin bream Nemipterus japonicus [22]. It has been used to show more-significant differences between two completely different habitats i.e., in an open and closed water habitat [23].

Truss measurements are a powerful tool for the analysis of shape, and generally are designed to cover all, or most, of the animal’s body [24]. According to Dwivedi and Dubey [25] the truss network is more useful and an effective strategy for the descriptions of shape; it has better data collection and diversified analytical tools in comparison to traditional morphometrics method. Thus it is able to discriminate phenotypic stock because the configuration of the constructed landmarks covers the entire fish body with no loss of information, and it is more sensitive to change [22].

Trust network measurement in fish involves anaesthetizing with...
benzocaine (ethyl-p-amino-benzoate) [26] before being weighed and measured Figure 1. The first step is to take and record the standard length (LS), post-orbital length (LPO) and maximum body width of the fish. Standard length will be taken from the tip of the upper jaw to the base of the caudal peduncle. Then a truss network is constructed between landmark points, homologous throughout the population, chosen because they describe the major features of the fish (Figure 1). The landmarks were linked closely to the skeletal structure of fish and were easily observed by eye.

Truss lengths measured between these landmark points should either lie on curved surfaces or be on straight lines lying on a flat plane [27,28]. The distances were measured with the help of vernier callipers (RS and Cam lab) or brass divider accurately to 0.1 mm [28]. Measuring four fishes repeatedly will help assess the accuracy of measurements and comparing results. Measurement errors were calculated by taking the mean of the standard deviation of the measurements for each fish. The relative error is the percentage of the mean truss length that the tabulated measurement error represents.


Image analysis morphometric methods

The development of image analysis systems has facilitated progress and diversification of morphometric methods and expands the potential for using morphometry as a tool for stock identification. Traditional multivariate morphometrics, accounting for variation in size and shape, have successfully discriminated many fish stocks. However, traditional methods have been enhanced by image processing techniques, through better data collection, more effective descriptions of shape, and new analytical tools. Properly calibrated coordinates of morphometric locations, or landmarks’, are generally more efficient and precise than manual distance measurements. Truss networks’ distances between landmarks coordinates provide more comprehensive coverage of form for greater discriminating power [9,10]. Image analysis systems also allow more advanced geometric morphometrics, which include outline methods and landmark methods [29]. Unfortunately, few stock identification studies have applied outline methods, and landmark methods have not been used to discriminate fishery stocks.

Image analysis is the extraction of meaningful information from images; mainly from digital images by means of digital image processing techniques [30]. Image analysis tasks can be as simple as reading bar coded tags or as sophisticated as identifying a person from their face. Computers are indispensable for the analysis of large amounts of data, for tasks that require complex computation, or for the extraction of quantitative information. There are many different techniques used in automatically analysing images. Each technique may be useful for a small range of tasks, however there still aren’t any known methods of image analysis that are generic enough for wide ranges of tasks, compared to the abilities of a human’s image analysing capabilities. Examples of image analysis techniques in different fields include: 2D and 3D object recognition, image segmentation, motion detection e.g. tracking, video, flow, analysis, Estimation, automatic [31].

From the previous works, there are a lot of papers discussing methods to measure the various sizes of fish [32-34] from a digital image. Naiberg and Little [32] developed a size assessment system underwater using model-based recognition and stereoscopic vision. Model-based recognition is used to locate the object and stereo vision system to determine distance and sizes given stereo video input. However, the stereo vision system is very expensive and the matching procedures also still have error and poor image quality that can affect the accuracy of measurement.

Another method is automated Fish Recognition and Monitoring (FIRM) proposed by Lee et al. [33]. He focuses on comparison of technique to shape matching but did not focus to obtain the size of fish. This method has five main processing steps: image acquisition, object detection algorithm detects the presence of an object (DMA), identifying the fish with object contour extraction used Canny Edge operator and identification, Tracking of the fish object determines the location of the fish , triggering the recognition process when an image of the whole fish can be acquired. The measurement size and species of fish used shape-based recognition. This method is suitable for fish in an aquarium. Besides that, White et al. [34] measured species and fish length by implementing computer vision for sorting fish in industrial area. Such method must have laboratory equipped with a conveyor belt and other hardware such as pc, lamp and sensor as in Figure 2.
This method may not be suitable for studies in which one needs to measure the fish length rapidly without going to laboratory because the fisherman sells the fish as soon as possible. It is also an inexpensive, accurate and short time method of measuring length of fish.

Hsiu [35] solve the problem of Pickle’s method which measure size of object from digital without object reference (Figure 3). Hsiu methods obtain size of object directly from digital image by using equation magnification and software image viewing program [35]. The equation magnification is used to obtain ratio for actual object value and software image viewing program to detect edge automatically.

The object is a very simple feature (Figure 4). Detecting fish image is usually difficult because head and tail of fish have curve and corner which must be detected accurately in calculating fish size. Fish can be detected using maximizing bending ratio and curvature to detect corner as done by Serkan et al. [36].

From the Hsiu’s and Serkan’s method, a new method was developed for measuring fish length from digital image by combining both of the method. Hsiu’s method has been used to obtain the actual length of fish and Serkan’s method has been used for image processing. The new method is used to measure length of fish from digital image. Whole fish features including fish contour and significant landmark points can then be extracted for analysis. Shape-based recognition can be performed to obtain size and species information.

After the image is processed to obtain corner detection at head and tail, the image will be processed to obtain number of pixel from corner head to corner tail [37]. The image of fish length will be obtained when the number of pixels is multiplied with pixel size which is gotten from image. The actual fish length is calculated with equation of “object distance/object height=image distance/image height”. Wherein actual of fish length=object height by image height=image of fish length and image distance=focus length.

This new method is an automated method of measuring the length of a fish using equation magnification and image processing which has high potential to be commercialized given its high reliability, durability and accuracy factors; as well as minimizing cost and time needed for such task. This means that it has to be able to measure length of the fish without having a person holding the fish. The idea is to capture the image of the fish using a camera that uploads the picture to the software to evaluate the length of the fish. The impact of the contribution of this new method will ensures stability and security of a country’s main source of protein.

Univariate, bivariate, and multivariate morphometric analysis

The earliest analyses of morphometric variables for stock identification were univariate comparisons, but these were soon followed by bivariate analyses of relative growth to detect ontogenetic changes and geographic variation among fish stocks. As the field of multivariate morphometrics grew, a set of multivariate methods was applied to quantify variation in growth and form among stocks.

Univariate analysis is the simplest form of quantitative (statistical) analysis [38]. The analysis is carried out with the description of a single variable in terms of the applicable unit of analysis. Univariate analysis contrasts with bivariate analysis – the analysis of two variables simultaneously – or multivariable analysis – the analysis of multiple variables simultaneously [38]. Univariate analysis is commonly used in the first, descriptive stages of research, before being supplemented by more advanced, inferential bivariate or multivariate analysis [39,40].

In univariate analysis, the measure of central tendency is an average of a set of measurements, the word “average” being variously construed as (arithmetic) mean, median, mode or another measure of location, depending on the context. For a variable measured on an interval scale, such as temperature on the Celsius scale, or on a ratio scale, such as temperature on the Kelvin scale, the median or mean can also be used [38].

Bivariate analysis is one of the simplest forms of quantitative (statistical) analysis [41]. It involves the analysis of two variables often denoted as (X, Y), for the purpose of determining the empirical relationship between them. In order to see if the variables are related to one another, it is common to measure how those two variables simultaneously change together. Bivariate analysis can be helpful in testing simple hypothesis of association and causality—checking to what extent it becomes easier to know and predict a value for the dependent variable if we know a case’s value of the independent variable. The major differentiating point between univariate and bivariate analysis, in addition to the latter’s looking at more than one variable, is that the purpose of a bivariate analysis goes beyond simply descriptive: it is the analysis of the relationship between the two variables. Bivariate analysis is a simple (two variable) special case of Multivariate analysis (where multiple relations between multiple variables are examined simultaneously) [41]. Common forms of bivariate analysis involve creating a percentage table or a scatter plot graph and computing a simple correlation coefficient. The type of analyses that are suited to particular pairs of variables vary in accordance with the level of measurement of the variables of interest (e.g. nominal/categorical, ordinal, interval/ratio). If the dependent variable—the one whose value is determined to some extent by the other, independent variable—is a

Figure 3: Method of analysing digital object using Object Reference by Pickle.

Figure 4: Fish Recognition and monitoring processing algorithm flowchart.
categorical variable, such as the preferred species of fish, then probit or logit regression (or multinomial probit or multinomial logit) can be used. If both variables are ordinal, meaning they are ranked in a sequence as first, second, etc., then a rank correlation coefficient can be computed. If just the dependent variable is ordinal, ordered probit or particular type or causality known as Granger causality can be tested for, and vector auto regression can be performed to examine the intertemporal linkages between variables.

Multivariate statistics encompasses the simultaneous observation and analysis of more than one outcome variable [42]. The application of multivariate statistics is multivariate analysis. Multivariate statistics concerns understanding the different aims and background of each of the different forms of multivariate analysis, and how they relate to each other [42]. The practical implementation of multivariate statistics to a particular problem may involve several types of univariate and multivariate analyses in order to understand the relationships between variables and their relevance to the actual problem being studied.

In addition, multivariate statistics is concerned with multivariate probability distributions, in terms of both how these can be used to represent the distributions of observed data: how they can be used as part of statistical inference, particularly where several different quantities are of interest to the same analysis [43]. Certain types of problem involving multivariate data, for example simple linear regression and multiple regression, are not usually considered as special cases of multivariate statistics because the analysis is dealt with by considering the (univariate) conditional distribution of a single outcome variable given the other variables [43].

Principal component analysis (PCA)

PCA is a multivariate statistical technique that uses orthogonal transformation to convert a set of correlated variables into a set of orthogonal uncorrelated axes called principal components [44-46]. PCA enables condensation of data on a multivariate phenomenon into its main, representative features by projection of the data into a two- dimensional presentation. The two created resource axes are independent, and although they reduce the number of dimensions- i.e. the original data complexity –they maintain much of the original relationship between the variables: i.e., information or explained variance [47]. This is helpful in focusing attention on the main characteristics of the phenomenon under study. It is convenient that ,if the first few principal components (PCs) explain a high percentage of variance,environmental variables that are not correlated with the first few PCs can be disregarded in the analysis [48]. In addition , applying PCA has become relatively user- friendly because of the numerous programs that assist in carrying out the computational procedure with ease [49-52].

PCA has been widely used in various fields of investigation and for different tasks. Many authors have used PCA for its main purpose i.e., to reduce strongly correlated data groups or layers. These studies concern either environmental variation [53-57]; the investigated species or community characteristics Youlouitis [58]; Kitahara and Fujii [59]; Xiaoyun et al. [60]; Zhao et al. [61]; Noura et al. [62] or both, sometimes in combination with Detrended Correspondence Analysis (DCA), Canonical Correspondence Analysis (CCA), and other ordination methods [63-65].

The application of PCA has helped in aquatic habitat studies; it has been applied to evaluate aquatic habitat suitability, its regionalization, analysis of fish abundance, their seasonal and spatial variation, lake ecosystem organization change etc. [66-68]. However, it has been often applied in analyzing farming system changes [69]. In many cases, PCA has been used as a source or supporting analysis in the performance of more complex analysis, such as the study of adaptive fish radiation, strongly influenced by trophic niches and water depth [70], predicting the potential spatial extent of species invasion [71] and multi-trait analysis of intra- and interspecific variability of plant traits [72].

Conclusion

Morphometrics adds a quantitative element to descriptions, allowing more rigorous comparisons. It enables one to describe complex shapes in a rigorous fashion and permits numerical comparison between different forms. Advancements in morphometrics uses powerful tools for testing and displaying differences in shape, isolate shape from size variation and identifying stocks of specie with unique morphological characteristics. This has enabled a better management of species subunits and ensures better management of the fishery resources. These morphometric advancements techniques analysis in fish population includes: Truss network measurement, Image analysis- Univarite, Bivariate, and Multivariate, Principal Component Analysis (PCA),‘Trust Network System’ has emerged as a new tool with more effective strategies for descriptions of shape, better data collection and diversified analytical tools. Recent developments made in the discipline of morphometric differentiation in body shape among fish populations showed that the truss based techniques is more effective than manual distance measurement for the management of fishery resources throughout the world. When combined with multivariate statistical methods (e.g. Principal Component Analysis, Cluster Analysis etc) they offer powerful tool for testing and displaying differences in shape.
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