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Introduction
The rise and decline of world populations and ecological species 

alike have increased the need for sustainable development. One way to 
achieve this is through the use of mathematical models which analyse 
these interactions. The original Lotka-Volterra Lotka [1], Volterra [2] 
model has been used for many years to provide an insight into the 
dynamics of predator–prey interactions over time. This model has since 
been modified to include logistic growth rates in prey populations, 
functional responses of predators to their prey, harvesting rates of 
prey in different habitats, and time delays in finding or consuming 
prey. These models are inherently deterministic in nature but within 
recent times, the notion of random fluctuations or noise has been 
incorporated to reflect real – life situations. 

Deterministic models in ecology do not usually incorporate 
environmental fluctuation based upon the idea that in the case of large 
populations, stochastic deviations (or effects of random environmental 
fluctuation) are small enough to be ignored [3]. Researchers have 
mainly been interested in the dynamical consequences of population 
interactions, often ignoring environmental variability altogether [4]. 
However, populations are affected by environmental noise. These 
effects may be more noticeable when the population size is small. Noisy 
or stochastic effects can have large implications on the qualitative 
dynamics of the system. 

Generally stochastic effects may enhance, diminish or even 
completely change the dynamical behaviour of the system [5]. White 
noise is one such instance of noise, defined as the generalized mean-
square derivative of the Wiener process, which is also known as 
Brownian motion. Many papers have explored this idea in different 
aspects. Oksendal [6] discussed the idea of allowing for randomness 
in some of the coefficients of a differential equation for a more realistic 
mathematical model. Mandal and Banerjee considered additive and/or 
multiplicative environmental noise terms which allow the deterministic 
model to be extended to a stochastic one. 

It follows that stochastic differential equation (SDE) models play 
a prominent role in a range of application areas, including biology, 
chemistry, epidemiology, mechanics, microelectronics, economics, and 
finance [7]. According to Bandyopadhyay and Chattopadhyay [3], there 
are two main methods to develop the stochastic model corresponding 
to the existing deterministic one to study the effect of fluctuating 

environment: replacement of the environmental parameters by some 
random ones or, the addition of the random fluctuation directly to the 
prey and predator growth equations without changing parameters. 
This paper employs the second approach, which is also used by Baishya 
and Chakrabarti [8] and Bandyopadhyay and Chakrabarti [9]. 

Consequently, our model is a predator-prey system in which the 
predator has the ability to attack two species of prey simultaneously. 
This is affected by the rate of returns to the experience of the predator 
in hunting the specific prey. This rate is based on the concept of 
diminishing returns, first developed in 1767 by French Economist 
Turgot [10]. Although first applied to agriculture and the environment, 
the idea is popular economic law underlying the use of resources both 
ecologically and economically. The notion is that if other variables 
remain constant, the returns to profits can dimish, if production is 
increased beyond a certain point. Applied to this model, a more general 
approach is taken in the simulated dataset, where this rate may be 
increasing or decreasing between the prey species.

In addition, the rate of returns to experience can be compared to 
a similar parameter discussed in the predator-prey investment model 
in Brander and De Bettignies [11] where investors ‘prey’ on venture 
capital opportunities based on their experience in the industry over 
time. Few papers have observed this rate in a prey – predator model in a 
biological sense. The main objective of our paper is to pave the way for 
a bioeconomic approach to the model by exploring the changes in the 
determinsitic and stochastic dynamical behaviours of the predator – 
prey model for different values of this rate. These are explored in terms 
of co-existence, extinction, the stability of the equilibrium, existence of 
bifurcation and the addition of stochasticity. 

Therefore, this paper demonstrates the use of the prey-predator 
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Abstract
This paper investigates the deterministic and stochastic fluctuations of a predator-prey model. The predator is 

experienced in hunting two different prey simultaneously. Each prey has logistic growth in the absence of the predator. 
The rate of experience of the predator in hunting each prey is varied using a simulated dataset. The deterministic 
and stochastic nature of the dynamics of the system are investigated. Stability analysis is performed, using slight 
perturbation around the non-zero, interior equilibrium point, to determine where the system loses stability. The variation 
of the predatory experience parameter causes the system to experience Hopf bifurcations. These stability changes 
and the addition of stochastic noise are explored using time series graphs. The co-existence and extinction of the 
populations are affected over time .
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model to investigate deterministic and stochastic dynamics. The 
stability of the system is presented analytically and Hopf bifurcations 
are investigated numerically where the system loses stability for 
particular values of the rate of experience of the predator. In addition, 
the dynamics of the system, with respect to the addition of white 
noise, are displayed and discussed. Simulations are performed and 
recommendations are made based on the results.

The Deterministic Model
The following model is deterministic form of the model without 

noise: 
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PREY: P1 and P2 represent the number of prey of two different 
species;

PREDATOR: X represents the number of predators of one species, 
where P1, P2, X ≥ 0.

Parameters used in the model are all non-negative:

αi (i=1,2): Interaction term between each prey species and predator;

βi (i=1,2): Returns to experience of predator in catching this species 
of prey;

ρi (i=1,2): Natural growth rate of prey;

Ki (i=1,2): Maximum value of prey population i=1,2;

δ: Death rate of predator;

For simplicity, we assume the prey species do not interact. 

Existence of positive interior equilibrium point

In order to find the steady state solutions of the equations in the 
system, set each equation to zero. This gives:
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Let the interior equilibrium point be * * *
1 2( , , )P P X . For simplicity, 

the superscripts are have been dropped in calculations. The analysis by 
Dubey and Upadhyay [12] in used here. 

In order to obtain a positive value of X, the following inequalities 
must hold:
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Solving equations (2), (3) and (4) give
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Using equation (7), when P2 → 0, thenP1→P1f, that is
1
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Now P1f is positive and real if 
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Also, using equation (7),
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Now 1

2

0dP
dP

<  if either:

1. A1>0 and B1>0, or

2. A1<0 and B1<0. 

 Similarly, using equation (8), when P2 → 0, then P1→P1g in the 
equation:
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This equation does not produce a closed form solution for P1g 
analytically, so it will be solved numerically. Also, using equation (8),
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Now 1

2

0dP
dP

>  if either:

1. A2<0 and B2<0, or

2. A2>0 and B2>0. 
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The equations (7) and (8) have a unique point of intersection 
(P1,P2) if

P1f <P1g.       (16)

Using known values of P1 and P2, the value of X can be calculated 
using:

( ) 1

1

1 1 1

1 1

K P
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K

βρ
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 − 
=  
 

                   (17)

We may thus write the following Lemma, resuming the use of the 
superscript,*, to depict the positive steady state values:

Lemma 4.1 The positive equilibrium point * * *
1 2( ), ,P P X  for real 

populations exists if *
1P  and *

2P  are both positive solutions of equations 
(7) and (8) and satisfy the inequalities in equations (5), (6), (10) and (16). 

Stability analysis of interior equilibrium

The stability of the interior equilibrium point is discussed by 
examining the equilibrium point * * *

1 2( , , )P P X , where *
1P , *

2P  and *X  
are all positive. The equations are linearized using the substitutions:
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where u,v and w are small perturbations about the equilibrium 
point. Assuming Taylor’s Theorem, all terms are expanded about the 
equilibrium point, while neglecting higher order terms of u,v and w.

The characteristic equation has the form

P(λ)=λ3+a1λ
2+a2λ+a3=0       (19)
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For stability, it is necessary for the eigenvalues, λ in equation (19) to 

have negative real parts. These conditions are provided by the Routh-
Hurwitz criteria, which states that a stable equilibrium occurs if and 
only if

a1>0, a3>0, a1a2 - a3> 0                   (22)

We may thus write the following theorem:

Theorem 4.2 Given an equilibrium point ( )* * * *
1 2, ,E P P X=  of system 

(1), then once Lemma (2.1) holds and j11, j12, j13, j21, j22, j23, j31, j32, j33 are 
defined by equation (21), then the equilibrium point exists and is stable 
if and only if (22) holds where a1,a2 and a3 have been defined in (20).

Hopf bifurcation analysis

Suppose that j11<0, j22<0 and j33<0. Then a1>0, a2>0 and the 
characteristic polynomial equation has two purely imaginary roots if 
and only if a1a2=a3 for some value of β1 say *
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 This equation has the three roots:
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These roots can be represented, in general as follows:
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Applying Hopf’s Bifurcation Theorem from Marsden and 
Mckracken [13] to the original system in equation (1), it is important 
to verify the traversality condition:
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Substitution of λ1 (β1)=p(β1)+iq(β1) into equation (26), calculation 
of respective derivatives and separation of real and imaginary parts 
gives:
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and

λ3 (β1)=-a1(β1) ≠ 0.
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Hence, Hopf Bifurcations are obtained for the parameter β1 and 
a similar result can be obtained for β2.We will confirm this using 
numerical simulations.

Numerical simulation results

Numerical simulations were performed using the MATCONT 
(version matcont3p4) package in MATLAB [14] to verify analytical 
results. Numerical analysis is used in conjunction with Hopf Bifurcation 
analysis to determine, using a range of parameter values, if the two prey 
and predator can coexist in terms a steady state solution (a node or 
a stable focus) or a stable oscillatory solution (limit cycle) [15]. The 
values of the parameters are chosen purely for simulation purposes:

ρ1=0.8, ρ2=0.5, α1=0.001, α2=0.08, δ=0.1, K1=10, K2=10

The parameters β1 and β2 representing the experience of the 
predator with respect to hunting prey 1 and prey 2 respectively are used 
as bifurcation parameters. The parameters β1 and β2, respectively are 
varied between 0.1 and 1.0 in increments of 0.1, and the values where 
Hopf bifurcations occur for β1 and β2 are recorded in Tables 1 and 2 
respectively. At these values, the dynamics of the system change from 
stable to unstable and there is a possibility for extinction in one or more 
populations.

In Table 1, Hopf bifurcations for the system where β2 is the 
bifurcation parameter only occur when β1 is varied from 0.6 to 1.0, 
respectively. The same occurs in Table 2 when β1 is the bifurcation 
parameter. Therefore, the system, in both instances, does not experience 
stable equilibrium for these values, but mimics an oscillatory solution. 
The system is unstable for these values. Figures 1 and 2 show an unstable 
and stable case for each Table respectively. The time series graphs show 
the co-existence of the three populations of two prey species and one 
predator as time progresses for each parameter set.

In Figure 1, the system is unstable for β1=1.85, β2=0.7, that is, 
returns to experience for predator with respect to hunting prey 1 is 
greater than than for prey 2. The population of predators is larger than 
both prey species initially, with prey 2 species being the least in size. 
After some time, (time, t, greater than 500), the predator population 
increases drastically, while the two prey species also increase, but never 
out perform the size of the predator species in this time span. While 
all three populations co-exist, it can be noted that the prey 2 species is 
smaller than prey 1 and at certain times it decreases close to extinction, 
and then increases. 

A similar argument can be made with respect to Figure 2. Here, 

β1=0.7, β2=1.4 (returns to experience for predator with respect to 
hunting prey 2 is greater than than for prey 1). In this case, the prey 
1 species is greater than both predator and prey 2 populations initially 
for this parameter set. This trend continues for all populations with no 
major changes in the initial values over time for this parameter set. It 
must be noted here that time has no specific units and may represent 
minutes, hours, days and so on depending on the biological system 
being under consideration. 

The Stochastic Model
Stochastic perturbations are introduced into parameters in 

the original model in (1). There are different ways of constructing a 
stochastic differential equation model corresponding to an existing 
deterministic one, in order to study the effect of environmental 
fluctuations [4]. Stochastic perturbations of this type were successfully 
applied to different mathematical models by Bandyopadhyay and 
Chakrabarti [9], Beretta et al. [16], Carletti [17] and Mukhopadhyay 
and Bhattacharyya [18]. 

Typically, the Ito stochastic differential equation has the form:

( ) ( ) ( ) 0 0, , ,       t t t tdY r t Y dt s t Y dW t Y Y= + =                 (30)

where the solution (Yt; t>0) is an Ito process, r is the drift coefficient, 
s is the diffusion coefficient and W(t)=(W1 (t),W2(t),…,Wd(t)) is a 
d-dimensional process with independent Wiener processes. The latter 
term models noise in the environment, sometimes called Gaussian 
white noise (generalized derivative of Brownian motion) and is useful 
in representing random fluctuations. Application of the stochastic 
differential equations system to the original deterministic model 
produces the following result:
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β
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= − − + +     
  

= − − + +     

= + + + − +

      (31)

Where σi, i=1,2,3 are real constants representing the size of noise 
in the system due to the environment and dWi(t), i=1,2,3 represent 
independent, standard Wiener or Brownian motion processes. 

β1 Stable(S) or Unstable(U) region/s HB point/s for β1

0.1 to 0.6 Stable everywhere No HB points
0.7 0<β1 ≤ 1.832349, (S) 1.832349,

1.832349<β1 ≤ 2.587247, (U) 2.587247,
β1 > 2.704382, (S)

0.8 0 0<β1 ≤ 1.852958, (S) 1.852958,
1.852958<β1 ≤ 3.119409, (U) 3.119409
β1 >3.119409, (S)

0.9 0<β1 ≤ 1.875257, (S) 1.875257,
1.875257<β1 ≤ 3.475709, (U) 3.475709
β1>3.475709, (S)

1.0 0<β1 ≤ 1.892511, (S) 1.892511,
1.892511<β1 ≤ 3.82864, (U) 3.82864
β1> 3.82864, (S)

Table 1: Hopf Bifurcation (HB) point/s when β1is the bifurcation parameter for 
values of different values of β2 respectively where ρ1=0.8, ρ2=0.5, α1=0.001, 
α2=0.08, δ=0.1, K1=10, K2=10.

β1 Stable(S)/ Unstable(U) region HB point/s for β2

0.1 to 0.5 Stable everywhere No HB points
0.6
 

0<β2 ≤ 2.177352, (S) 2.177352,
2.177352<β2 ≤ 7.237154, (U) 7.237154

 β2 >7.237154, (S)  
0.7 0<β2 ≤ 2.179424, (S) 2.179424
 2.179424<β2 ≤ 7.151218, (U) 7.151218
 β2 > 7.151218, (S)  
0.8 0<β2 ≤ 2.178432,(S) 2.178432,
 2.178432<β2 ≤ 7.066589, (U) 7.066589
  β2 >7.066589, (S)  
0.9 0<β2 ≤ 2.173640, (S) 2.173640,
 2.173640<β2 ≤ 6.983508, (U) 6.983508
1 β2 >6.983508, (S)  
 0<β2 ≤ 2.164175, (S) 2.164175,
 2.164175<β2 ≤ 6.902237, (U) 6.902237

Table 2: Hopf Bifurcation (HB) points when β2 is the bifurcation parameter for 
values of different values of β1 respectively where ρ1=0.8, ρ2=0.5, α1=0.001, 
α2=0.08, δ=0.1, K1=10, K2=10.
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The asymptotic stability of the positive equilibrium point E* of the 
stochastic system (31) is investigated and compared to the dynamics of 
the deterministic model in (1).

Stochastic numerical method

There are various methods to find the stability of an equilibrium 
point for a stochastic differential equation. In this model, this takes 
the form of white noise type stochastic perturbations of the variables 
P1,P2 and X proportionally distanced from the positive equilibrium 
point ( )* * * *

1 2, ,E P P X=  [19]. The analytical method uses the idea that 
the stochastic model has the same equilibrium points of the original 
deterministic model [20]. The interest in this work is to observe the 
behavior of solutions for the stochastic system around the deterministic 

equilibrium values by taking small perturbations and varying the noise 
parameter, σi. 

It is difficult to calculate analytical solutions to the non-linear 
stochastic model. Hence, a discretization scheme may be used to 
numerically simulate trajectories for the stochastic differential 
equations. The simplest method of obtaining an approximate stochastic 
solution is the Euler-Maruyama (EM) Method [21]. This method 
approximates a sample path for each Stochastic Differential Equation 
(SDE) over an interval [0,T] which is divided into n sub-intervals of 

size Δt, where 
Tt
n

∆ = . The point (P1(ti), P2(ti), X(ti))=(P1i, P1i, Xi) for 

ti=0,t,2t,…,T, where i=0,1,2,…,n. Full details of the numerical method 
are provided [22]. 
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Figure 1: Time series for prey and predator populations for unstable case from Table 1. The parameters reflecting the returns to experience for the predator in 
hunting and catching prey 1 and prey 2 species areβ1=1.85, β2=0.7. All populations co-exist at certain points in time, while there are periods of extinction and 
growth for prey 2 species.
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Figure 2: Time series for prey and predator populations for stable case from Table 2. The parameters reflecting the returns to experience for the predator in 
hunting and catching prey 1 and prey 2 species areβ1=0.7, β2=1.4. All populations co-exist with no extinction. 
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The EM method has strong order of convergence 0.5 and it 
converges to the Ito solution since it is the simplest strong Taylor 
approximation [23]. The method approximates each differential 
equation at time, ti using: 

( ) ( ) ( )
( ) ( ) ( )

1

1

,       1, 2,
.

j j i j i j i

i i i

P P t P t P t j
X X t X t X t

+

+

∆ = ∆ = − =
∆ = ∆ = −

                (32)

Applying the EM method to the stochastic system in equation (31) 
for an initial point (P10, P20, X0)=(P1(0), P2(0), X0) gives the following:
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ρ α σ η

α α δ σ η

+

+

+

  
+ − − + + ∆     
  

+ − − + + ∆     

= + + + + − + ∆

=

=
  (33)

where i=0,1,2,…,n, and ηi has the distribution of a standard Normal 

random variable, that is, N(0,1) and existence, uniqueness and 
convergence of the numerical approximations are assumed to be 
satisfied. For simplicity, assume σ1=σ2=σ3=σ, that is, the value of noise 
is the same for each equation.

Numerical simulation results

The numerical simulations in the stochastic model use the 
parameters from the deterministic model which is close to the 
bifurcation point so the system starts to experience fluctuations:

ρ1=0.8, ρ2=0.5, δ=0.1, K1=K2=10, α1=0.001, α2=0.08, β1=0.7, β2=1.83. 

The value of σ is varied between 0.05 and 1.4 in order to understand 
the effect of noise on the system of equations. The steady state values 
for the number of prey and predators fluctuate around the equilibrium 
point from the deterministic model. The time-step parameter. 

Δt=0.008 is used in the simulations, which are repeated 10000 
times up to a time, t=80.

When the strength of environmental noise is virtually non-existent, 
that is, very close to zero, the system behaves like the deterministic 
model. It is evident that when the strength of the noise parameter is 
increased, the fluctuations of the sample paths also increase in an erratic 
manner as seen for the values of σ=0.05, 0.05, 0.5 and 1.4 shown in 
Figures 3-5, respectively. Figure 5 shows that the number of predators 
and prey experience extinction or are exhausted after an oscillation of 
large amplitude at time, t=40 for this particular simulation. This varies 
with other simulation runs but populations are exhausted at some time 
in the future with this level of noise. 

Figures 6 and 7 demonstrate the variations of noise when the prey 
populations are plotted against the predator population, respectively. 
These plots also re-iterate the idea that increasing environmental noise 
in the system cause the oscillations of population numbers to become 
unstable. In Figure 6, as time increases, the trajectories oscillate around 
the steady state value for prey 1 in an extremely erratic fashion in 
comparison to Figure 7 in which the pattern, with noise, is similar to 
that of the original oscillations for the deterministic model. However, 
when noise is increased to a value of 0.5, which is relatively high, both 
phase portraits experience completely erratic fluctuations, more so for 
prey 2 than prey 1.

Discussion
In this paper, the deterministic and stochastic features of a predator-

prey model were examined. The analytical solution to the deterministic 
co-existence equilibrium point was found and stability analysis was 
performed on this point. Numerical analyses of Hopf Bifurcation 
points were performed with respect to parameters representing returns 
to predator experience since this is an important measure of the growth 
of the predator population. Theoretically, the greater the experience 
a predator has in hunting and catching a prey species, the faster the 
predator population should increase. 

This is similar to the economic idea that the larger the number 
of investment opportunities (prey) available to a Venture Capitalist 
(predator) in an industry, the greater his experience in investing in that 
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Figure 3: Time series for the simulation of predator and prey populations where noise is low (σ=0.05). Populations fluctuate erratically with the addition of noise, 
but the system still progresses close to the original deterministic system. Prey 2 species experiences periods of extinction with time while prey 1 has the largest 
overall population size for this dataset. Predator species has steady with a sharp increase at t =50. All species continue to co-exist with time.
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industry [11]. However, this notion may not always be the case since 
noise factors such as drastic environmental changes, disease in prey or 
predator or even prey defense mechanisms can affect the deterministic 
approach. Hence the idea of positive or negative returns to predator 
experience in hunting prey, as well as stability variations in the system. 

The numerical results were presented for a certain set of parameters 
and the time series graphs demonstrated the stability and oscillatory 
co-existence of prey and predator. There exists variations in the 
stability dynamics of the deterministic model with the variation of 
the bifurcation parameter, ‘experience’ of the predator in hunting the 
prey species. These stability ranges can assist biologists and ecologists 
alike in sustainability policies with respect to conservation of species or 

resources. The simulation seeks to showcase the importance of keeping 
parameters within certain ranges for co-existence of predator and prey 
populations in the deterministic case. 

Dynamical systems are affected by the intensity of noise in the 
system. Continuous perturbations give rise the white noise, which 
has the distribution of a Gaussian random variable. In the stochastic 
model, the qualitative behavior of the system near the steady state 
values is of practical importance. Low levels of noise have the effect 
of a deterministic model, however, as noise is increased, the system 
oscillates with this random variation. As the value increases, these 
erratic oscillations begin to die down. The fluctuations allow for the 
examination of the co-existence of the venture capitalists and their 
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Figure 4: Time series for the simulation of predator and prey populations where noise is medium level (σ=0.5). The system begins to deviate more from the 
original deterministic system with the prey 2 species having sharp fluctuations in the population with time. The predator and prey 1 species both experience 
periods of extinction with time and periods of fluctuations. All species continue to co-exist with time.
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Figure 5: Time series for the simulation of predator and prey populations where noise is high (σ=1.4). The original unstable case experiences few periods of 
drastic fluctuations for prey 1 species and prey 2. For this particular simulation, the predator and prey 2 experience early extinction over a long period of time. 
Prey 1 also experiences periods of drastic growth and decline and also extinction eventually. This level of noise promotes mass extintion in the populations.
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opportunities in the presence of noise. This noise can cause different 
periods of growth and decline of prey and predator species.

Conclusion
In this paper, the dynamical behavior of a three dimensional 

deterministic prey-predator model has been investigated using 
Stability and Hopf bifurcation analysis and numerical simulations. 
The deterministic model shows that the predator can co-exist with two 
prey species for which he has different levels of experience hunting. 
Otherwise, the unstable cases can alert ecologists and policy makers 
about the parameters which would cause the system to oscillate with 
the possibility of extinction for one or more species. 

The variation of the parameter representing the returns to 
experience of the predator in hunting its prey provides valuable 

insight into the changes in stability of the system. The limitations in 
the availability , size of population, over-hunting defense mechanisms 
of prey, as well as noise, can be affect the returns to the predator’s 
experience in hunting prey. Predators may continue to hunt at the same 
rate but obtain less prey due to the aforementioned factors. Hence, this 
supports the study of noise in the model.

Also, the introduction of noise can cause the system to experience 
sharp increases, decreases or extinction over short spaces of time. 
It is useful to study the qualitative behavior of the systems near the 
interior equilibrium point in order to allow for optimal strategies for 
managing the co-existence of predators with the available prey species. 
It also allows for the proper management and monitoring of parameter 
values, which can cause extinction. 
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Figure 6: Simulation of the effect of varying noise from low to high, that is, σ=0 to σ=0.5, on the phase portraits for predator plotted against prey 1 populations. 
Low noise shows oscillation along a straight line for the prey 1 species with respect to predator and as noise increases, the oscillations fluctuate more. 
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Figure 7: Simulation of the effect of varying noise from low to high, that is, σ=0 to σ=0.5, on the phase portraits for predator plotted against prey 2 populations. 
Low noise shows oscillation along a limit cycle for the prey 2 species with respect to predator, and as noise increases, the oscillations fluctuate more.
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Future work in this area can also explore the idea of different 
predatory functions for both the deterministic and stochastic models. 
The interaction parameters can also be converted to functions as well, 
to realistically mimic the evolution of an ecological species. The model 
can also be improved by incoporating interaction between the two 
prey species. Statistical techniques for parameter estimation can also 
be applied to these models and comparison of the model efficiency for 
different functional response rates is also possible. 

By no means can the existing complex biological models be 
replaced. However, the use of non-linear differential equations and 
numerical analysis using deterministic and stochastic techniques with 
time series analysis can greatly assist in the study of the sustainability of 
species with a common predator. 

Acknowledgements

Special mention and thanks to Professor Bhatt and Dr. Owen who have 
provided valuable feedback on this research. Also, special thanks to the Editors of 
the Journal of Biometrics & Biostatistics for this publication. 

References

1. Lotka AJ (1925) Elements of Physical Biology. Math Meth Appl Sci 36: 1263-
1280.

2. VolterraV (1926) Variazioni e uttuazioni del numero d'individui in specie
d'animali conviventi. Mem Acad Lincei 31-113. 

3. Bandyopadhyay M, Chattopadhyay J (2005) Ratio dependent predator-prey
model effect of environmental fluctuation and stability. Nonlinearity 18:
913-936.

4. Upadhyay RK, Banerjee M, Parshad R, Nandan Raw S (2011) Deterministic
Chaos Versus Stochastic Oscillation in a Prey-Predator-Top Predator Model.
Mathematical Modelling and Analysis 16: 343-364.

5. Pada Bera S, Alakes M, Guruprasad S (2016) Stochastic analysis of a prey-
predator model with herd behavior of prey. Nonlinear Analysis Modelling and
Control 21: 345-361.

6. Oksendal B (2000) Stochastic Differential Equations.

7. Higham DJ (2001) An algorithmic introduction to numerical simulation of
stochastic differential equations. SIAM Review 43: 525-546.

8. Baishya MC, Chakrabarti CG (1987) Non-equilibrium fluctuation in Lotka-
Volterra system, Bull Math Biol 49: 125-131.

9. Bandyopadhyay M, Chakrabarti CG (2003) Deterministic and stochastic
analysis of a nonlinear prey-predator system. J Biol Syst 11: 161-172.

10. Shephard Ronald W, Rolf Färe (1974) The Law of Diminishing Returns.
Zeitschrift Für Nationalökonomie/Journal of Economics 34: 69-90.

11. Brander JA, De Bettignies J (2009) Venture capital investment The role of
predator-prey dynamics with learning by doing. Economics of Innovation and
New Technology 18: 1-19.

12. Dubey B, Upadhyay RK (2004) Persistence and Extinction of One-Prey and
Two-Predators System. Nonlinear Analysis Modeling and Control 9: 307-329.

13. Marsden JE, McCracken M (1976) The Hopf Bifurcation and its Applications.

14. MATLAB (2011) Massachusetts the MathWorks Inc.

15. Addison LM, Bhatt BS, Owen DR (2016) A Prey-Predator Model for investing
in stocks. International Journal of Pure and Applied Mathematics 107: 487-504.

16. Beretta E, Kolmanovskii V, Shaikhet L (1998) Stability of epidemic model with
time delays in uenced by stochastic perturbations. Mathematics and Computers 
in Simulation 45: 269-277.

17. Carletti M (2002) On the stability properties of a stochastic model for phage-
bacteria interaction in open marine environment. Mathematical Biosciences
175: 117-131.

18. Mukhopadhyay B, Bhattacharyya R (2009) A nonlinear mathematical model of
virus-tumor-immune system interaction Deterministic and stochastic analysis.
Stochastic Analysis and Applications 27: 409-429.

19. Mukerjee D (2003) Stability Analysis of a Stochastic Model for Prey-Predator
System with Disease in the Prey. Nonlinear Analysis Modeling and Control 8:
83-92.

20. Nana-Kyere S, Marmah SN, Afram T, Owusu-Anane E (2016) Non-linear
Analysis of Stochastic SI Vaccination Model. Scientific and Academic 
Publishing in Applied Mathematics 4: 78-85.

21. Kloeden PE, Eckhard P (1999) Numerical Solution of Stochastic Differential
Equations.

22. Allen L (2011) An Introduction to Stochastic Processes with Applications to
Biology.

23. Fard OS (2007) Linearization and Nonlinear Stochastic Differential Equations
with Locally Lipschitz Condition. Applied Mathematical Sciences 1: 2553-2563.

http://www.scirp.org/(S(czeh2tfqyw2orz553k1w0r45))/reference/ReferencesPapers.aspx?ReferenceID=1841802
http://www.scirp.org/(S(czeh2tfqyw2orz553k1w0r45))/reference/ReferencesPapers.aspx?ReferenceID=1841802
http://iopscience.iop.org/article/10.1088/0951-7715/18/2/022/meta
http://iopscience.iop.org/article/10.1088/0951-7715/18/2/022/meta
http://iopscience.iop.org/article/10.1088/0951-7715/18/2/022/meta
https://www.mii.lt/na/issues/NA_2103/NA2134.pdf
https://www.mii.lt/na/issues/NA_2103/NA2134.pdf
https://www.mii.lt/na/issues/NA_2103/NA2134.pdf
http://th.if.uj.edu.pl/~gudowska/dydaktyka/Oksendal.pdf
http://epubs.siam.org/doi/abs/10.1137/S0036144500378302
http://epubs.siam.org/doi/abs/10.1137/S0036144500378302
https://link.springer.com/article/10.1007/BF02459962
https://link.springer.com/article/10.1007/BF02459962
http://www.worldscientific.com/doi/abs/10.1142/S0218339003000816
http://www.worldscientific.com/doi/abs/10.1142/S0218339003000816
http://www.tandfonline.com/doi/abs/10.1080/10438590701530066
http://www.tandfonline.com/doi/abs/10.1080/10438590701530066
http://www.tandfonline.com/doi/abs/10.1080/10438590701530066
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.532.7126&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.532.7126&rep=rep1&type=pdf
https://link.springer.com/book/10.1007%2F978-1-4612-6374-6
https://www.mathworks.com/company/newsroom/mathworks-announces-release-2011a-of-the-matlab-and-simulink-product-families.html
http://www.ijpam.eu/contents/2016-107-2/17/17.pdf
http://www.ijpam.eu/contents/2016-107-2/17/17.pdf
http://www.math.cmu.edu/~shaikhet/leonid/_docs/mcs1998.pdf
http://www.math.cmu.edu/~shaikhet/leonid/_docs/mcs1998.pdf
http://www.math.cmu.edu/~shaikhet/leonid/_docs/mcs1998.pdf
https://www.semanticscholar.org/paper/On-the-stability-properties-of-a-stochastic-model-Carletti/3924468f5b9f86e782a7dcea192eb6a502d98de9
https://www.semanticscholar.org/paper/On-the-stability-properties-of-a-stochastic-model-Carletti/3924468f5b9f86e782a7dcea192eb6a502d98de9
https://www.semanticscholar.org/paper/On-the-stability-properties-of-a-stochastic-model-Carletti/3924468f5b9f86e782a7dcea192eb6a502d98de9
http://www.tandfonline.com/doi/abs/10.1080/07362990802679067
http://www.tandfonline.com/doi/abs/10.1080/07362990802679067
http://www.tandfonline.com/doi/abs/10.1080/07362990802679067
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.571.5231&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.571.5231&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.571.5231&rep=rep1&type=pdf
http://article.sapub.org/10.5923.j.am.20160604.03.html
http://article.sapub.org/10.5923.j.am.20160604.03.html
http://article.sapub.org/10.5923.j.am.20160604.03.html
https://pdfs.semanticscholar.org/ffec/6b958f89ee996372c36b0aaf8f90bdc09fe2.pdf
https://pdfs.semanticscholar.org/ffec/6b958f89ee996372c36b0aaf8f90bdc09fe2.pdf
ftp://ftp-sop.inria.fr/modemic/campillo/master1/allen2003a.pdf
ftp://ftp-sop.inria.fr/modemic/campillo/master1/allen2003a.pdf
http://www.m-hikari.com/ams/ams-password-2007/ams-password49-52-2007/fardAMS49-52-2007.pdf
http://www.m-hikari.com/ams/ams-password-2007/ams-password49-52-2007/fardAMS49-52-2007.pdf

	Title
	Corresponding author
	Abstract 
	Keywords
	Introduction 
	The Deterministic Model 
	Existence of positive interior equilibrium point 
	Stability analysis of interior equilibrium 
	Hopf bifurcation analysis 
	Numerical simulation results 

	The Stochastic Model 
	Stochastic numerical method 
	Numerical simulation results 

	Discussion
	Conclusion 
	Acknowledgements 
	Table 1
	Table 2
	Figure 1
	Figure 2
	Figure 3
	Figure 4
	Figure 5
	Figure 6
	Figure 7
	References 

