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Abstract
The problem of classifying subjects into disease categories is of common occurrence in medical research. Machine 

learning tools such as Artificial Neural Network (ANN), Support Vector Machine (SVM) and Logistic Regression (LR) 
and Fisher’s Linear Discriminant Analysis (LDA) are widely used in the areas of prediction and classification. The 
main objective of these competing classification strategies is to predict a dichotomous outcome (e.g. disease/healthy) 
based on several features. 

Like any of the well-known statistical inferential models; machine learning tools are faced with a problem known as 
“class imbalance”. A data set is imbalanced if the classification categories are not approximately equally represented. 
When learning from highly imbalanced data, most classifiers are affected by the majority class leading to an increase 
in the false negative rate. Increased interests in applying machine learning techniques to “real-world” problems, 
whose data are characterized by severe imbalance, have emerged as can be seen in numerous publications in 
medicine and biology. 

Predictive accuracy, a popular choice for evaluating performance of a classifier, might not be appropriate when 
the data is imbalanced and/or when the costs of different errors vary markedly. 

In this paper, we use the T-Link algorithm in the preprocessing phase as a method of data cleaning in order to 
remove noise. We combine T-Link with other sampling method such as RUS, ROS and Synthetic Minority  Technique 
(SMOTE) in order to maintain a balanced class distribution. Classification was then utilized using several ML 
algorithms such as ANN, RF and LR. Classifiers performance was evaluated using several performance measures 
deemed more appropriate for classifying data with sever imbalance. These methods are applied to arterial blood 
pressures data and Ecoli2 data set.

Using TLink in combination with RUS and SMOTE demonstrated a superior performance compared to 
resampling techniques such among different classification algorithms such as SVM, ANN, RF and LR. 

Keywords: Logistic regression; Neural network; Support vector 
machine; Imbalance data; T-Link

Introduction
Most of data in the real-word are imbalance in nature. This situation 

occurs when the distribution of the target class is not uniform among 
the different class levels. Classification of this type of data is one of 
the most challenging problems in the field of machine learning and has 
recently gained a great deal of interest [1]. This is because most of the 
known machines learning algorithms were developed with an optimal 
goal of maximizing the overall accuracy, which is the percentage of 
correct predictions made by a classifier. This results in classifiers with 
a high accuracy but very low sensitivity towards the positive class [2]. 
Therefore, the optimal goal needs to be shifted toward maximizing the 
sensitivity of positive class and negative class separately rather than 
focusing on the overall accuracy. Several methods were developed 
to overcome this problem; these methods include methods based on 
sampling techniques, cost-sensitive learning, Ensemble learning, 
Feature selection and algorithmic modification [3].

Classification has many applications in the medical field. Classifying 
patients in to different medical diagnosis using different machine 
learning algorithms has attracted the interest of many researchers in 
clinical medicine. This is because most of the diagnosis techniques 
can be transformed in to intelligent data classification systems where 
diagnosis can be made based on some features such as medical finding. 

With increased applications of medical informatics algorithms and 

software, medical databases can now be utilized to extract different 
features associated with different types of diagnoses. Therefore, 
automated diagnosis systems can be developed to aid clinicians and 
biomedical scientists throughout the diagnosis process. In terms of 
machine learning, building an automated diagnosis classification 
system is an optimization problem with an ultimate objective of 
increasing the diagnostic accuracy. However, this problem becomes 
difficult when the target class has imbalance distribution of the class 
levels.

Splitting the whole dataset into training and testing datasets using 
random sampling technique without any adjustment of the class 
distribution will not solve the imbalance problem. This is because the 
training data will have the same distribution of the original data set, 
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a problem that will persist during the learning phase. There are two 
methods to deal with this situation; one is sampling-based method and 
the other is a cost-sensitive method.

Sampling methods tend to adjust the prior distribution of the 
minority and majority classes in the training data to have a balanced 
class distribution. Re-sampling techniques can be classified into 
basic sampling techniques and advanced sampling techniques. Basic 
sampling techniques include methods such as Random under-sampling 
(RUS) of majority class, Random over-sampling (ROS) of minority 
class, and a hybrid of both. On the other hand, advanced sampling 
techniques are basically based on the idea of a guided sampling approach 
which has been utilized using special methods. These methods include 
Tomek Link (T-Link) [4], Synthetic Minority Oversampling Technique 
(SMOTE) [5], One-Sided Selection (OSS) [6-27], Neighborhood 
Cleaning Rule (NCR) [7], Edited Nearest Neighbor Rule (ENN) [8], 
Condensed Nearest Neighbor (CNN) [9] and Bootstrap-based Over 
Sampling (Boot-OS) [10] etc.

Cost-sensitive learning is used in situations where misclassification 
cost varies with the type of errors. In this case we are faced with two 
issues: Skewed class distribution and different misclassification cost. 
This type of learning is used in domains such as fraud detection 
[11], medical diagnosis and risk management [12-14]. Cost-sensitive 
learning can be classified into direct cost-sensitive learning and 
Meta-Learning Methods (MLM). The MLM are used when direct 
implementation of misclassification cost into the learning algorithm 
is not provided. Implementation of these methods is utilized through 
meta-learning thresholding and meta-learning sampling [15-18]. 

Ensemble learning is a machine learning method that uses multiple 
learners-called base learners-to learn from multiple bootstrap samples 
generated from the training data set. It has a strong generalizability 
as compared to machine learners that use a single learner because of 
its ability to boost weak learners in to stronger learners and finally 
aggregate the results and make the predictions based on the majority 
of votes. Ensemble learning method is based on the work done by 
Breiman [19]. It includes methods such as bagging and boosting.

Feature selection is a method of feature reduction where only 
relevant features are used in the learning process. It is usually used 
with high-dimensional data [20]. However, in case of unbalanced data, 
the process of feature selection need to be adjusted to select features 
that lead to more class separability [21].

Algorithmic modification approach works on the algorithmic 
level where the learning algorithm is adjusted to fit the imbalance data 
context. This method can be implemented by three methods; proposing 
new splitting criteria [22], adjusting the distribution reference in the 
Decision Tree (DT), and adjusting the Offset Entropy [23].

In this paper we focused on sampling techniques using basic and 
advanced methods. We hypothized that applying a guided data reduction 
method such as T-Link followed by a random under-sampling (RUS) 
will improve the classification model sensitivity toward the minority 
class compared to other sampling methods.

Different sampling techniques were utilized to emphasize the 
comparative performance of different classification algorithms such as 
Artificial Neural Networks (ANN), Support Vector Machine (SVM), 
Random Forest (RF) and Logistic Regression (LR). 

Classification accuracy was evaluated using different measures 
such as weighted accuracy, sensitivity, specificity, G-mean, F-statistics, 
NPV, and area under the ROC curve. 

The paper is structured as follows: In Section 2 we introduce a 
brief description of sampling-based methods used in this study. Section 
3 introduces the research methodology and framework. Section 
4 presents two experimental studies where the different studying 
sampling techniques were applied to different ML algorithms. R studio 
and Weka 3.8 for machine learning were utilized.

Sampling-based Methods
Basic sampling methods

Over sampling: It is a non-heuristic method that balances the class 
distribution by duplicating examples of minority class. There are two 
types of over-sampling; a Random Over-Sampling (ROS) in which 
examples to be duplicated are randomly chosen; Focus Over-Sampling 
(FOS) where duplication process includes only examples that are 
located in the borders between the two classes.

Under sampling: It is a non-heuristic method where subset of 
majority class is chosen to create a balanced class distribution. There 
are two types of under-sampling; Radom Under-Sampling (RUS) 
where some of the majority class examples are removed randomly; and 
Focused Under-Sampling (FUS) that excludes majority examples that 
are located on the borders between the two classes [24]. 

The advantage of this method is that; the elimination of some 
examples could significantly reduce the size of the data and therefore 
decrease the run-time cost especially in case of big data. However, 
ignoring some examples from the majority class might lead to loss 
of some important information that might contribute to the learning 
process [25]. 

Other methods such as Tomek-Link [26], Condensed Nearest 
Neighbor and One-sided selection were proposed to improve the 
performance of random undersampling. 

Advanced sampling methods
Tomek Link (T-Link): T-Link is a method of under-sampling 

developed by Tomek [26]. It is considered as an enhancement of 
Nearest-Neighbor Rule (NNR). The algorithm work as follows:

Let x be an instance of class A and y an instance of class B.

Let d(x, y) be the distance between x and y.

(x, y) is a T-Link, if for any instance z, d(x, y) < d(x, z) or d(x, y) 
< d( y, z)

If any two examples are T-Link then one of these examples is a 
noise or otherwise both examples are located on the boundary of the 
classes.

T-Link method can be used as a method of guided under-sampling 
where the observations from the majority class are removed.

Several researches use T-link as a method of under sampling 
[28-31].

Synthetic Minority Oversampling Technique (SMOTE): SMOTE 
is an advance method of over-sampling developed by Chawala [4]. 
It aims to enrich the minority class boundaries by creating artificial 
examples in the minority class rather replicating the existing examples 
to avoid the problem of overfitting. The algorithm works as follows:Let 
A be the minority class and let B be the majority class.

 Then, for each observation x belongs to class A, a k-nearest 
neighbors of x are identified,
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A few neighbors are randomly selected (the number of neighbors 
depends on the rate of over-sampling),

Artificial observations are then generated and spread along the line 
joining the x to its nearest neighbors.

Several methods have been developed to improve the original 
SMOTE algorithm such as dealing with nominal features. New 
methods include SMOTE-NC (Synthetic Minority Over-sampling 
Technique Nominal Continuous) and SMOTE-N (Synthetic Minority 
Over-sampling Technique Nominal). These methods can be considered 
as a generalization of the original SMOTE algorithm to handle data 
sets with mixed Features (continuous and nominal).

Several works have been done in this field. Estabrooks et al. 
[32] proposed a multiple re-sampling method that selects the most 
appropriate re-sampling rate. Jo et al. [33] introduced a cluster-based 
over-sampling method which considers the between-class imbalance 
and within-class imbalance simultaneously. Guo et al. [34] focused 
on the hard examples of the majority and minority classes using the 
boosting algorithm, and then generated new synthetic examples 
from hard examples and add them to the data sets. Han et al. [35] 
presented two new minority over-sampling methods based on SMOTE 
method, borderline-SMOTE1 and borderline-SMOTE2, where only 
the minority examples near the borderline are oversampled. These 
approaches achieve better sensitivity rate and F-value as compared to 
SMOTE and random over-sampling methods.

Methodology
This study can be divided into three phases, Figures 1 and 2:

The pre-processing phase
This phase is dived into sub phases as follows: 

Data reduction: In this phase T-Link method was utilized as 
methods of data reduction. Applying this method noise was removed 
from the majority class in order to improve the classification process. 
Therefore, this method is considered as a guided under-sampling where 
only noise data are removed from the majority class.

Resampling
Different resampling techniques were applied to the reduced data 

as well as the original (imbalanced) data sets. Resampling methods 

include, RUS, ROS, SMOTE. The output of this phase is a group of 
six resampled data sets which are: RUS, ROS, SMOTE, TLink/RUS, 
TLink/ROS and TLink/SMOTE.

Normalization
Numeric variables were normalized using the following formula:

 
min

max minnew
X XX

X X
−

=
−

Therefore, all values will be in the range [0, 1]. 

Imputation of missing data: Missing data was treated using the 
most frequent value for nominal variables and the median for numeric 
variables.

Feature selection

Features section was utilized using the CfsSubsetEval algorithm. 
This algorithm evaluates the worth of a subset of attributes by 
considering the individual predictive ability of each feature along 
with the degree of redundancy between them. The subsets of features 
which are the highly correlated with the target class while having low 
intercorrelation were selected. 

The classification phase

Different classification algorithms were utilized to predict the 
target class given a set of features. Algorithms include Support Vector 
Machine (SVM), Artificial Neural Networks (ANN), Random Forest 
(RF) and Logistic Regression (LR). Following is a brief description of 
each algorithm.

Support Vector Machine (SVM)

The support vector machine (SVM) is a widely used technique for 
data classification and regression. It has become an important topic 
in machine learning and pattern recognition. Not only it has a better 
theoretical foundation, practical comparisons have also shown that it 
is superior to the ANN. 

The SVM technique was first developed by Vapnik and his group 
in former AT&T Bell Laboratories. The original idea is to use a linear 
separating hyper-plane which maximizes the distance between two 

Figure 1: Simple illustration of ANN.
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classes to create a classifier. Therefore the SVM is also known as 
“hyper-plane classifier”.

Briefly, SVM (SVM) [36-39] is machine-learning derived 
classifiers which map a vector of predictors into a higher dimensional 
plane through either linear or non-linear kernel functions. In binary 
classification problem, the two groups say {–1} and {+1} are separated 
in a higher-dimension hyperplane accordingly to structural risk 
minimization principle. The objective is to find a linear separating 
hyper-plane:

w´ø(x) + b = 0

Constructed from a vector x of predictors mapped into a higher 
dimension feature space by a nonlinear feature function ø, a vector w 
of weights and bias offset b, that classifies all the observation yi in one 
of the two groups {-1; +1}.

Artificial Neural Networks (ANN)

ANNs provide an analytical alternative to conventional techniques 
which are often limited by strict assumptions of normality, linearity, 
variable independence as required by the LR. Because an ANN can 
capture many kinds of relationships it allows the user to quickly and 
relatively easily model phenomena which otherwise may have been 
very difficult or impossible to explain.

Let x denote the vector of n predictors, and w is the vector of input 

weights. The function f (.) is a processing activation function for the 
output [40]. Activation functions are one of the general linear, logistic, 
exponential or Gaussian function families. Several topologies of 
Neural Networks (NN) can be used in binary classification problems. 
Two of the most used NN are the Multilayer Perceptron (MLP) and the 
Radial Basis Function (RBF). The main differences between these two 
NN reside in the activation functions of the hidden layer: For the MLP 
the activation function belongs, generally, to a linear

Neural Networks (NN) methods have been used extensively in 
classification problems. 

 1
( ) n

j ij ii
f x w x

=
=∑

Or logistic activation function family:

 

1( )
1 exp( )

f x
x

=
+ −

For the RBF function the activation function belongs to the 
Gaussian family:

11( ) exp ( ) ' ( )
2j j jj

f x x xµ µ− = − − −  
∑

A NN is generally trained in a set of iterations (epochs) for a subset 

Figure 2: Research methodology.
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(epochs) for a subset of the data (train set) and tested for the remained 
subset (test set). The vector of synaptic weights (w) of the NN is 
upgraded in each iteration in way to maximize the correct classification 
errors; either a function of the sum of squares of the errors for a 

continuous criterion:  
^

2
1

1 ( )
2

n
i ii

SSE γ γ
=

= −∑ or the Cross-entropy error 

function for a binary criterion:

Random Forest (RF)
It takes a bootstrap sample from the data and fits a classification 

or regression tree. When building decision trees, each time a split 
is considered, a random sample of m predictors is chosen as split 
candidates from the full set of p predictors.

The split is allowed to use only one of those m predictors. A fresh 
sample of m predictors is taken at each split, and typically we take m = 
√p. Where, p is number of predictors.

The best split on the selected m variables is then found and tree is 
grown. The final predication is made by voting for classification and by 
averaging for regression [19]. 

Logistic Regression (LR)
Binomial Logistic regression (LR) models the probability of 

occurrence of one (success) of the two classes of dichotomous criterion. 
A linear combination of predictors is used to fit a Logit transformation 
of the probability of success for each subject (πi) as

 ^ ^

0 1 1/ (1 ) ....i i i n niLn w w X w Xπ π β − = + +  
Regression coefficients are fitted by maximum likelihood 

estimation, and by solving the Logit in order to πi the probability of 
success for each subject is estimated as

0 1 1

0 1 1

...^

...1

i n ni

i n ni

w w X w X

i w w X w X
e

e
π

+ +

+ +=
+

If for subject i the estimated probability   is greater than 0.5 (or 
other user pre-defined threshold value), the subject is classified into the 
success group; otherwise, it is classified into the failure group. Detailed 
descriptions can be found in [41]. 

The comparison phase: In this phase, the improvement of 
model sensitivity towards the minority class using different sampling 
techniques was assessed. Model performance was evaluated using 
different measures such as weighted accuracy, sensitivity, specificity, 
precision and AUC. Following is a brief definition of each measure.

Sensitivity: The True Positive rate (TP) =  TP
TP FN+

Specificity: The True Negative rate (TN) = 1TN fprate
FP TN

= −
+

Precision: Positive predictive value (PPV) = TP
TP FP+

Negative Predictive Value (NPV)=  TN
FN TN+

 2* *precision sensitivityF statistics
precision sensitivity

− =
+

*G mean sensitivity specificity− =

Weighted accuracy = 0.5* Sensitivity + 0.5* Specificity

AUC: A single scalar value represents the excepted performance of 
ROC curve. AUC calculates the area under the ROC curve. It calculates 

the probability that the classifier will rank a randomly chosen positive 
instance higher than a randomly chosen negative instance. 

  
2

sensitivity specificityAUC +
=

AUC has an advantage over other performance measures; that is; 
AUC is invariant to relative class distributions, and class-specific error 
costs.

Experimental Studies
For any classifier, there is always a tradeoff between true positive 

rate and true negative rate; and the same applies for recall and precision. 
In the case of learning extremely imbalanced data, usually the rare 
class is of great interest. In many applications such as drug discovery 
and disease diagnosis, it is desirable to have a classifier that gives high 
prediction accuracy over the minority (positive) class (Acc+), while 
maintaining reasonable accuracy for the majority (negative) class 
(Acc−). In this section, we applied the previously discussed techniques 
to improve the classifier predictive ability of the positive class using 
two imbalanced data sets. Following is a description for the two 
studying data sets. 

Data sets

Familial data:This is a highly structured clustered familial data that 
has two levels of hierarchy, where blood measurements were taken on 
parents (level two) and their offspring (level one) together with other 
anthropometric features [42]. Familial data sets are notorious of hav-
ing considerable “within-cluster” correlation due to the homogeneous 
nature of family members. The goal is to classify the offspring blood 
pressure status based on parents BP and other anthropometric features. 

The data set contains 223 families with a mean number of siblings 
equal to 3 siblings per family. 

The outcome variable in this data set is a binary variable which is 
offspring blood pressure status (High (+) vs. Normal (-)) (Table 1). The 
data has 12 attributes described as follows:

1.	 Father age 

2.	 Mother age

3.	 Father systolic blood pressure

Variables Median (range=(25th, 75th))/n (%)

Father age 58 (47,65)

Mother age 53 (44,61)

Father systolic blood pressure 140 (120,155)

Father diastolic blood pressure 80 (70,90)

Mother systolic blood pressure 145 (130,170)

Mother diastolic blood pressure 85 (75,95)

Mother arm girth 10 (9.8,11.8)

Father arm girth 9.8 (9,10.5)

sibling age 23 (14,33)

sibling sex  

 Male 550(88%)

 Female 76(12%)

sibling arm girth 9.2 (8,10.3)

Number of siblings 4 (3,5)

Table 1: Patient’s characteristics.
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4.	 Father diastolic blood pressure 

5.	 Mother systolic blood pressure 

6.	 Mother diastolic blood pressure 

7.	 Mother arm girth 

8.	 Father arm girth 

9.	 sibling age 

10.	 sibling sex 

11.	 sibling arm girth

12.	 Number of siblings

Ecoli2 data: This data is about protein localization sites. This data 
is created and maintained by Kenta Nakai [43].

The outcome variable is a binary class that represents the protein 
localization site. It has two levels {positive and negative}. The positive 
examples belong to class pp and the negative examples belong to 
the rest. This data contains 363 instances and 7 attributes (Table 2). 
Following is a description for the attributes of this data set:

mcg: McGeoch’s method for signal sequence recognition. 

gvh: von Heijne’s method for signal sequence recognition. 

 lip: von Heijne’s Signal Peptidase II consensus sequence score. 
Binary attribute.

chg: Presence of charge on N-terminus of predicted lipoproteins. 
Binary attribute.

aac: Score of discriminant analysis of the amino acid content of 
outer membrane and periplasmic proteins. 

 	 alm1: Score of the ALOM membrane spanning region 
prediction program. 

alm2: Score of ALOM program after excluding putative cleavable 
signal regions from the sequence.

Results
Familial data

Applying T-Link data reduction methods, only 34 (9%) cases was 
removed from the minority class.

Results showed an improved performance when applying 
T-Link as a data cleaning method prior to the different sampling 
techniques. Combining T-Link with under-sampling has showed the 
best performance among all the studying classification algorithms. 
However, although the specificity (prediction accuracy of majority 
class) has been slightly decreased; models showed a reasonable 
increase in sensitivity (accuracy of the minority class), G-mean and 
F-statistics (Tables 3a–3d). 

Following is the performance improvement using T-Link/under-
sampling as compared to the original imbalanced data using different 
classification algorithms:

SVM: Performance measures such as F-statistic, G-mean, 
sensitivity and weighted accuracy has been increased from 7%, 19%, 
4% and 52% to 45%, 74%, 74% and 74% in the original data as 
compared to T-Link/under-sampled data respectively. AUC has also 
been increased from 69% to 78% in the original data and T-Link/under-
sampled data respectively.

ANN: Using original imbalanced data, F-statistic, G-mean, 
sensitivity and weighted accuracy were 30%, 45%, 26% and 59%. 
However, using T-Link/under-sampling performance measures have 
been increased to 41%, 72%, 78% and 72% respectively. AUC was 
also improved from 70% to 79% using original data and T-Link/under-
sampled data respectively.

Random Forest: using T-Link/under-sampling, F-statistic, G-mean, 
sensitivity and weighted accuracy have been increased from 25%, 
38%, 15% and 57% using original data to 37%, 67%, 67% and67%. 
AUC has also been improved from 71% to 75% using the original data 
and T-Link/under-sampling respectively.

Attribute Domain

Mcg [0.0, 0.89]

Gvh [0.16, 1.0]

Lip [0.48, 1.0]

Chg [0.5, 1.0]

Aac [0.0, 0.88]

Alm1 [0.03, 1.0]

Mcg [0.0, 0.89]

Gvh [0.16, 1.0]

Lip [0.48, 1.0]

Chg [0.5, 1.0]

Aac [0.0, 0.88]

Alm1 [0.03, 1.0]

Class{positive, negative Class{positive, negative

Table 2: Patient’s characteristics.

Support Vector Machine Original T-link SMOTE SMOTE/T-Link Over-sampling Over/ T-link Under-sampling Under/ T-link

Sensitivity 0.037 0.037 0.481 0.481 0.519 0.556 0.667 0.741

Specificity 1 0.976 0.752 0.714 0.708 0.696 0.602 0.74

Accuracy 0.862 0.844 0.713 0.681 0.681 0.676 0.612 0.74

Weighted accuracy 0.519 0.506 0.617 0.598 0.613 0.626 0.635 0.74

Precision 1 0.2 0.245 0.22 0.23 0.234 0.22 0.323

NPV 0.861 0.861 0.896 0.891 0.898 0.903 0.915 0.944

F-statistics 0.071 0.063 0.325 0.302 0.318 0.33 0.33 0.449

G-mean 0.192 0.19 0.602 0.586 0.606 0.622 0.634 0.74

AUC 0.695 0.69 0.705 0.72 0.736 0.754 0.745 0.784

Table 3a: Performance measures of different sampling techniques using different leaning algorithms (familial data set) (Support Vector Machine (SVM)
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Logistic regression: LR also showed an improved performance 
using T-Link/under-sampling as compared to original data. F-statistic, 
G-mean, sensitivity and weighted accuracy have been increased from 
7% to 42%, 19% to 71%, and 4 % to 66% and from 52% to 71% using 
the original data and T-Link/under-sampled data respectively. AUC has 
also showed an improved performance using T-Link/under-sampling 
(74% vs.79%).

Tables 3a-3d and Figure 3 shows comparative performance results 
of different classifiers using different sampling techniques.

Ecoli2 data
Applying T-Link data reduction methods, only 36 (13%) cases 

was removed from the minority class. Results showed a comparable 
performance when applying T-Link prior to the different sampling 
techniques. Combining T-Link with under-sampling has also showed 
a comparable performance as compared to other sampling methods. 
Applying resampling methods, models showed a reasonable increase 
in sensitivity, G-mean and F-statistics, (Tables 4a–4d). Following is the 

performance improvement using T-Link/undersampling as compared to 
the original imbalanced data using different classification algorithms:

SVM: The best results were shown using Tlink/undersampling 
as a re-sampling method. Performance measures such as F-statistic, 
G-mean, sensitivity and weighted accuracy has been increased from 
63%, 74%, 58% and 76% to 923%, 923%, 92% and 92% in the original 
data as compared to T-Link/under-sampled data respectively. AUC has 
also been increased from 91 % to 95% in the original data and T-Link/
under-sampled data respectively.

ANN: The best results were shown using Tlink/SMOTE re-
sampling method. Using original imbalanced data, F-statistic, G-mean, 
sensitivity and weighted accuracy were 83%, 90%, 85% and 90%. 
However, using T-Link/SMOTE performance measures have been 
increased to 96%, 96%, 94% and 96% respectively. AUC was also 
improved from 95% to 97% using original data and T-Link/under-
sampled data respectively.

Random Forest: The best results were shown using T-link/SMOTE 

Logistic regression Original T-link SMOTE SMOTE/ T-Link Over-sampling Over/ T-link Under-sampling Under/ T-link

Sensitivity 0.037 0.037 0.407 0.407 0.37 0.407 0.407 0.667

Specificity 1 1 0.82 0.783 0.853 0.795 0.776 0.752

Accuracy 0.862 0.862 0.761 0.729 0.781 0.739 0.723 0.739

W-accuracy 0.519 0.519 0.614 0.595 0.611 0.601 0.592 0.709

Precision 1 1 0.275 0.239 0.303 0.25 0.234 0.31

NPV 0.861 0.861 0.892 0.887 0.887 0.889 0.887 0.931

F-statistics 0.071 0.071 0.328 0.301 0.333 0.31 0.297 0.424

G-mean 0.192 0.192 0.578 0.565 0.562 0.569 0.562 0.708

AUC 0.74 0.73 0.712 0.722 0.737 0.73 0.704 0.792

Table 3c: Performance measures of different sampling techniques using different leaning algorithms (familial data set)- Logistic Regression (LR).

Table 3b: Performance measures of different sampling techniques using different leaning algorithms (familial data set)-Artificial Neural Network (ANN)

Artificial Neural Network Original T-link SMOTE SMOTE/ T-Link Over-sampling Over/ T-link Under-sampling Under/ T-link

Sensitivity 0.259 0.333 0.444 0.481 0.556 0.481 0.704 0.778

Specificity 0.919 0.894 0.807 0.857 0.72 0.807 0.689 0.658

Accuracy 0.824 0.814 0.755 0.803 0.697 0.761 0.691 0.676

W-accuracy 0.589 0.614 0.626 0.669 0.638 0.644 0.697 0.718

Precision 0.35 0.346 0.279 0.361 0.25 0.295 0.275 0.276

NPV 0.881 0.889 0.897 0.908 0.906 0.903 0.933 0.946

F-statistics 0.298 0.34 0.343 0.413 0.345 0.366 0.396 0.408

G-mean 0.488 0.546 0.599 0.642 0.633 0.624 0.697 0.716

AUC 0.7 0.74 0.726 0.76 0.715 0.724 0.71 0.79

Random Forest Original T-link SMOTE SMOTE/ T-Link Over-sampling Over/ T-link Under-sampling Under/ T-link

Sensitivity 0.148 0.222 0.259 0.37 0.296 0.296 0.63 0.667

Specificity 0.994 0.988 0.901 0.851 0.95 0.957 0.708 0.671

Accuracy 0.872 0.878 0.809 0.782 0.856 0.862 0.697 0.67

W-accuracy 0.571 0.605 0.58 0.611 0.623 0.626 0.669 0.669

Precision 0.8 0.75 0.304 0.294 0.5 0.533 0.266 0.254

PVP 0.874 0.883 0.879 0.89 0.89 0.89 0.919 0.923

F-statistics 0.25 0.343 0.28 0.328 0.372 0.381 0.374 0.367

G-mean 0.384 0.468 0.483 0.561 0.531 0.532 0.668 0.669

AUC 0.71 0.723 0.706 0.702 0.713 0.721 0.749 0.754

Table 3d: Performance measures of different sampling techniques using different leaning algorithms (familial data set)- Random Forest (RF).
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Figure 3: Performance of different ML algorithms using different sampling techniques (family data).

Support Vector Machine Original T-Link SMOTE SMOTE/T-Link Over-sampling Over/T-Link Under-sampling under/T-Link

Sensitivity 0.577 0.673 0.929 0.91 0.931 0.883 0.942 0.923

Specificity 0.951 0.964 0.918 0.899 0.895 0.88 0.885 0.923

Accuracy 0.893 0.918 0.923 0.904 0.913 0.882 0.913 0.923

W-accuracy 0.764 0.818 0.924 0.905 0.913 0.882 0.913 0.923

Precision 0.682 0.778 0.895 0.871 0.899 0.883 0.891 0.923

NPV 0.925 0.94 0.946 0.93 0.929 0.88 0.939 0.923

F-statistics 0.625 0.722 0.912 0.89 0.915 0.883 0.916 0.923

G-mean 0.741 0.805 0.924 0.905 0.913 0.882 0.913 0.923

AUC 0.913 0.922 0.945 0.953 0.932 0.934 0.96 0.95

Table 4a: Performance measures of different sampling techniques using different leaning algorithms (Ecoli2 data set)-Support Vector Machine (SVM).

Artificial Neural Network Original TLink SMOTE SMOTE/TLink Overs-samplig Over/TLink Under-sampling under/TLink

Sensitivity 0.846 0.808 0.929 0.942 0.964 0.924 0.942 0.923

Specificity 0.965 0.917 0.938 0.981 0.942 0.949 0.962 0.942

Accuracy 0.946 0.899 0.934 0.964 0.953 0.937 0.952 0.933

W-accuracy 0.905 0.862 0.933 0.962 0.953 0.937 0.952 0.933

Precision 0.815 0.646 0.918 0.974 0.943 0.948 0.961 0.941

NPV 0.972 0.962 0.947 0.958 0.963 0.926 0.943 0.925

F-statistics 0.83 0.718 0.924 0.958 0.953 0.936 0.951 0.932

G-mean 0.904 0.86 0.933 0.961 0.953 0.937 0.952 0.933

AUC 0.95 0.92 0.95 0.97 0.96 0.96 0.96 0.95

Table 4b: Performance measures of different sampling techniques using different leaning algorithms (Ecoli2 data set)-Artificial Neural Network (ANN).
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Logistic Regression Original TLink SMOTE SMOTE/TLink Over-samplig Oversampling/TLink Under-sampling Under-/TLink

Sensitivity 0.615 0.615 0.923 0.91 0.924 0.906 0.92 0.923

Specificity 0.965 0.96 0.899 0.899 0.891 0.88 0.884 0.923

Accuracy 0.911 0.905 0.909 0.904 0.908 0.893 0.903 0.923

W-accuracy 0.79 0.788 0.911 0.905 0.908 0.893 0.903 0.923

Precision 0.762 0.744 0.873 0.871 0.895 0.883 0.888 0.923

NPV 0.932 0.93 0.94 0.93 0.921 0.903 0.92 0.923

F-statistics 0.681 0.674 0.897 0.89 0.909 0.894 0.905 0.923

G-mean 0.771 0.769 0.911 0.905 0.907 0.893 0.903 0.923

AUC 0.934 0.92 0.949 0.95 0.935 0.936 0.954 0.95

Table 4c: Performance measures of different sampling techniques using different leaning algorithms (Ecoli2 data set)-Logistic Regression (LR).

Random Forest Original TLink SMOTE SMOTE/TLink Over-samplig Over/TLink Under-sampling Under-/TLink

Sensitivity 0.808 0.827 0.91 0.923 0.906 0.899 0.904 0.923

Specificity 0.982 0.993 0.962 0.99 0.913 0.888 0.962 0.942

Accuracy 0.955 0.966 0.94 0.962 0.91 0.893 0.933 0.933

W-accuracy 0.895 0.91 0.936 0.957 0.91 0.893 0.933 0.933

Precision 0.894 0.956 0.947 0.986 0.913 0.889 0.959 0.941

NPV 0.965 0.968 0.935 0.945 0.906 0.897 0.909 0.925

F-statistics 0.848 0.887 0.928 0.954 0.909 0.894 0.931 0.932

G-mean 0.891 0.906 0.936 0.956 0.91 0.893 0.932 0.933

AUC 0.96 0.97 0.98 0.99 0.97 0.972 0.96 0.983

Table 4d: Performance measures of different sampling techniques using different leaning algorithms (Ecoli2 data set)-Random Forest (RF).

Figure 4: Performance of different ML algorithms using different sampling techniques (Ecoli2 data set).
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re-sampling method. Using T-Link/under-sampling, F-statistic, 
G-mean, sensitivity and weighted accuracy have been increased from 
85%, 89%, 81% and 89% using original data to 95%, 96%, 92% and 
96%. AUC has also been improved from 96% to 99% using the original 
data and T-Link/under-sampling respectively. 

Logistic regression: The best results were shown using T-link/
undersampling re-sampling method. LR also showed an improved 
performance using T-Link/under-sampling as compared to original 
data. F-statistic, G-mean, sensitivity and weighted accuracy have been 
increased from 68% to 92%, 77% to 92%, and 61% to 92% and from 
79% to 92% using the original data and T-Link/under-sampled data 
respectively. AUC has also showed an improved performance using 
T-Link/under-sampling (93% vs.95%). Tables 4a–4d and Figure 4 
shows comparative performance results of different classifiers using 
different sampling techniques. 

Discussion
Imbalance data distribution has a significant impact on the 

performance of standard classification algorithms that assumes 
equivalent class distribution. Applying the standard classification 
algorithms; without any adjustment; results in a classification bias 
towards the majority class. Several methods have been proposed to 
adjust the standard classification process in the presence of imbalance 
class problem. Some of these methods work in the algorithmic-level 
while other methods work in the data-level [44].

Many experiments have been done using different adjustment 
methods. However, conclusions were contractive with no absolute 
winner. Some researchers showed superiority of sampling techniques 
while others recommend cost-sensitive and ensemble methods as 
optimal solutions. For examples, Anand et al. and Li et al. recommended 
sampling techniques as an optimal solution [45,46]; while McCarthy et 
al. and Liu et al. showed a superiority of cost-sensitive method[47,48]. 
On the other hand, Quinlan and Thomas showed superiority of ensemble 
methods while CIeslak and Marcelline showed best performance using 
algorithmic techniques.

Given all advantages of sampling techniques such as simplicity and 
transportability etc.; they are still presented with some limitations such 
as information loss, class overlapping, over fitting and prediction bias 
towards minority class. It is also difficult to distinguish between the 
minority class and noise observation. 

However, Wing et al. proposed a solution for the problem of 
information loss using the diversified sensitivity-based under-
sampling. In this method samples of the majority class are clustered to 
capture the distribution information and hence improve the diversity of 
the resampling. Finally a balanced set of samples which achieves the 
highest sensitivity is selected. 

Advance sampling techniques such as T-Link have partially solved 
the problem by removing noise. However, the problem of imbalance 
class distribution is still present. 

In this paper, we recommend the use of T-Link as a method of data 
cleaning followed by random under-sampling as an option for data 
cleaning.

Removing noise observations from majority class followed by 
random sampling reduces the chance of information loss and therefor 
improves the performance of the classification algorithm.

Results of this investigation showed a superior performance using 
T-Link prior to the resampling process.

Familial data set showed the superiority of undersampling after 
T-link using all ML algorithms. Ecoli2 data set showed a comparable 
performance using all resampling methods. However, among all 
resampling methods, T-Link/undersampling the best performance using 
SVM and LR while SMOTE/T-Link showed the best performance 
using RF and ANN. 

Removing noise observations from majority class followed by 
random sampling reduces the chance of information loss and therefor 
improves the performance of the classification algorithm.

Our finding comes along with the finding by Hartayuni and 
Santi where they showed that using combine sampling method; in 
their case; (SMOTE and T-Link) has an improved performance in 
terms of F-statistic, G-mean and AUC using SVM as a classification 
algorithm[46]. By looking at (Table 4a), our data showed that using 
SMOTE and T-Link as a combined sampling method has a better 
performance over T-Link sampling and the original data. However, in 
our study combing T-Link with under-sampling showed the best results. 

Cost-sensitive techniques have a robust sense but still limited to 
some learning algorithms such as decision trees and neural networks. 
Cost-sensitive learning can lead to a classification biased toward positive 
class because the positive class is assigned high misclassification 
error cost. Consequently, the decision region created by the algorithm 
will be located far away from the positive instance. In this case, the 
learning algorithm needs to be modified in order to push the decision 
boundaries toward the positive samples to avoid classification bias. 
Another problem using cost-sensitive learning is that the real cost is 
usually unknown.

Ensemble methods are more casual and need minimal setting. 
They run through much iteration that makes them more accurate. The 
problem of this method is that they need large data and they are limited 
to decision trees. 

Algorithmic methods are effective but they are limited by 
development complexity and have limited options.

Conclusion
Learning from imbalanced data sets is an important topic, both 

practically and for research. 

When learning from imbalanced data, the classifiers are usually 
overwhelmed by the majority class, so the minority class examples 
tend to be misclassified. 

The data presented in this study was severely imbalanced. Our main 
objective was to demonstrate that an improvement in the classification 
performance of the standard classification algorithms towards 
prediction of positive (rare) class using preprocessing techniques could 
be achieved.

Using T-Link method as a tool of data cleaning to remove noise 
prior to resampling methods such as random undersampling and 
SMOTE identified the best performer among different classification 
algorithms such as SVM, ANN, RF and LR. For this highly structured 
data set, under-sampling techniques showed superiority in performance 
compared to over-sampling techniques among all studied classifiers. 
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