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Abstract

Digital signals transmitted over a communication channel are mostly affected by noise. To reduce the detrimental effects of noise, a band-limited filter is used at the receiver, which results in a phenomenon known as Inter-Symbol Interference. To avoid Inter-Symbol Interference, filters with greater bandwidth can be used. However, this causes high frequency noise to interfere with the transmitted information signal. This paper illustrates an innovative way to reduce Inter-Symbol Interference in the received baseband signal. This is achieved by making use of the processing bandwidth of a special filter designed by using Linear Prolate Functions. The result of the signal reconstruction capabilities of a prolate filter are compared with those of an ideal low pass filter in this paper.
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Introduction

The transmission of low frequency digital data pulses with sizeable power is known as Baseband transmission [1]. Common examples of channels used for baseband communication are optical fibers, twisted pair cables and co-axial cables [2]. Noise present in a communication channel causes distortion in the system, which can be detrimental to the information content. These undesirable effects can be reduced by using a band-limited low pass filter at the receiver. The band-limited frequency response of the filter at the receiver causes digital pulses to broaden outward leading to a phenomenon known as Inter-Symbol Interference (ISI). This affects the capability of the receiver to reproduce the original signal correctly after filtering.

The aim of this paper is to reduce ISI caused by a band-limited frequency response of the filter at the receiver. Raised cosine filters [2] can be used to optimise the response of the ideal low-pass filter by fluctuating the slope of the filter’s roll off. This filter allows an excess bandwidth in the frequency domain to pass, keeping the amplitude of the side lobes of the signal in the time domain as small as possible. The smaller side lobe amplitude leads to reduced ISI interference after filtering. But, the excess amount of bandwidth transmitted with the information pulses increases the cost of the telecommunication system. This higher cost is undesirable for any telecommunication service provider. To remediate this problem, there is a need for a filtering technique that can provide an interference reducing capability with less bandwidth consumption. This paper intends to fulfill this need for a filtering technique by studying, designing and simulating a special filter termed as “prolate filter” using linear prolate functions.

In the past, researchers were not able to achieve a high precision of linear prolate functions due to limited processing power, inefficient algorithm techniques, and insufficient numerical precision. Therefore a practical exploitation of intriguing properties of linear prolate functions (see Sections II and III) in, for example, optical image and/or signal processing applications was not feasible. We have developed a robust algorithm to evaluate linear prolate functions accurately, quickly and for all orders and frequency parameters [3]. A desirable feature of the prolate filter is that the bandwidth consumed by a prolate filter is same as the bandwidth used by a low pass filter while the interference reducing capability is similar to a raised cosine filter.

In this paper, section I introduces the problem of ISI and details the motivation behind using a prolate filter to solve this problem. Section II introduces the theory of linear prolate functions. Section III reviews various mathematical notations and properties of linear prolate functions. Section IV explains the mathematical concepts of a prolate filter. Section V describes some illustrative results of using a prolate filter as a receiver’s filter in a baseband receiver, and compares the results with those obtained with using an ideal low-pass filter. It specifies some alterations that can be done to a prolate filter in order to change its response. Section VI offers concluding remarks that summarize the advantages and outcomes of the research.

Linear Prolate Functions

There is a reciprocal relationship between time and frequency. The Fourier transform of a small instant in time is equal to an infinitely wide band of frequencies in the frequency domain, and vice versa. Every physical device has a limited bandwidth response, which causes its output to undergo severe attenuation, if a high frequency signal is applied to its input. This band limiting nature of all devices prevents a successful reconstruction of any high frequency signals. For a single instant in both time and frequency domain, if a signal is confined to a specific interval or bandwidth, it can be exactly reconstructed at the receiver. However, there are no signals that can be confined in both time and frequency domain. This problem of simultaneously confining the signal and its amplitude spectrum has been present for a long time in digital communication systems [4].

Mathematically, a measure of concentration for a signal $r(t)$ is a fraction of the signal’s energy that lies in a particular time slot, $T$, which can be written as:

$$\alpha^2(T) = \frac{\int_{-T/2}^{T/2} r^2(t) dt}{\int_{-\infty}^{\infty} r^2(t) dt}$$

where $r(t)$ is a bandlimited signal with unit energy such that [4]:

$$\int_{-\infty}^{\infty} r^2(t) dt = \int \left| \mathcal{F}(f) \right|^2 df = 1$$

If $r(t)$ is time-limited to an interval (-$T/2$ to $T/2$), then $\alpha^2(T)$ will have a maximum value of unity. Because of the inverse relationship between time and frequency, any band-limited signals cannot be
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time-limited. The issue of obtaining a unity value for $\alpha^2(t)$ while keeping $r(t)$ band-limited, was undertaken by three scientists from Bell Laboratories, namely H Pollak, H Landau, and D Slepian. The issue was resolved by developing a set of band-limited functions that were maximally concentrated in a given time interval [5]. These functions are known as Prolate Spheroidal Wave Functions [6].

By solving the Helmholtz wave equation in spherical co-ordinates, two different kinds of solutions, i.e., angular and radial, can be obtained. Out of these solutions, the prolate spheroidal angular functions of the first order, which are denoted as $S_n(c,t)$, can be used to derive a set of functions known as Linear Prolate Functions designated by $\psi_n(c,t)$.

These functions have many advantageous properties over trigonometric functions [7]. Similarly, the prolate spheroidal radial functions of the first order $R_n(c,1)$ can be used to determine the corresponding linear prolate eigenvalues designated by $\lambda_n(c)$. Mathematically, linear prolate functions and their corresponding eigenvalues are expressed as follows [5,8]:

$$\psi_n(c,t) = \frac{\sqrt{\lambda_n(c)/t_n}}{\int_{s_0}^{t_n}(s_0(c,s))^{1/2}ds} \cdot S_n(s,c,t)$$

(3)

$$\lambda_n(c) = 2c/\pi R_n(c,1)^2$$

(4)

An application of linear prolate functions with high precision to numerical analysis and synthesis of signals was studied for the first time in [9].

Notations and Properties of Linear Prolate Functions

In this paper, the mathematical notations and normalizations used for the prolate spheroidal wave functions are similar to those used by Flammer [6] and Slepian [5]. Linear prolate functions $\psi_n(c,t)$ are dependent on four factors [10]: the time parameter $t$, the time-limited interval $t_n$, the order of the function $n$, and the space bandwidth product parameter $c$ with $c = f_t\Omega_0$, where $\Omega_0$ is the finite bandwidth. Figure 1 illustrates some of these functions.

The properties of prolate functions were first studied by Slepian and Pollak in [5] and were analytically discussed in detail by Frieden in [8]. With regards to this paper, some of the important properties of linear prolate functions are as follows:

Invariance to fourier transform

Linear prolate functions are invariant to finite and infinite Fourier transform:

$$\int_{-\Omega}^{\Omega} \psi_n(x) e^{j\omega x} dx = j^n \left(2\pi \lambda_n \omega \Omega \right)^{1/2} \psi_n \left(\omega \xi_0 / \Omega \right)$$

(5)

$$\int_{-\Omega}^{\Omega} \psi_n(x) e^{-j\omega x} dx = j^n \left(2\pi \lambda_n \omega \Omega \right)^{-1/2} \psi_n \left(\omega \xi_0 / \Omega \right)$$

(6)

One can observe that the Fourier transform of linear prolate functions produces a scaled version of the same prolate function except for a scaling multiplier.

Eigenvalues $\lambda_n$ of linear prolate functions

By performing a finite Fourier transform on (5) we obtain:

$$\int_{-\Omega}^{\Omega} \psi_n(y) \sin \Omega (y-x) \pi (y-x) dx = \lambda_n \psi_n(y)$$

(7)

The general equation for eigenvalues and eigenfunctions is satisfied by (7), thus the eigenvalues for linear prolate functions are the same as eigenvalues of a sinc kernel function.

Orthogonality and orthonormality property

Linear prolate functions have many advantages over trigonometric functions, one of which is that the prolate functions are not only orthonormal on an infinite interval but they are also orthogonal on a finite interval:

$$\int_{-\omega_0}^{\omega_0} \psi_n(x) * \psi_m(x) dx = \{0, \quad \text{for } m \neq n$$

$$\int_{-\omega_0}^{\omega_0} \psi_n(x) * \psi_m(x) dx = \{\lambda_n, \quad \text{for } m = n$$

(8)

(9)

Implementation

In optical imaging systems, diffraction affects the resolving capability of a system. This diffraction problem is quite similar to the ISI problem present in digital communication systems. Hence, a solution for the diffraction issue in optics, can also be applied to resolve the interference problem in digital communication systems. Several researchers such as G. Toraldo Di Francia in [11], H. Osterberg and J. Wilkins in [12], J. Harris in [13] and C. Barnes in [14] have proposed various methodologies with different shortcomings, to overcome the diffraction problem in imaging systems. B. Frieden [8] proposed a theory which overcame the shortcomings of the methodologies proposed by these previous researchers. To solve the diffraction problem, Frieden used linear prolate functions to construct a point amplitude response whose side lobes do not increase in size even when the order ‘n’ of the prolate function is increased.

It is known that the Fourier transform of a unity function is a Dirac Delta function; but this statement is not true if a finite Fourier transform is a Delta function. However, with the help of linear prolate functions one can obtain a function whose finite Fourier transform is a Dirac delta function over a finite extent. Mathematically, one desires a function as follows:

$$\int_{-\Omega}^{\Omega} d\omega U(\omega) e^{j\omega x} = \delta(x) \text{ for } |x| \leq x_0$$

(10)

Since $U(\omega)$ is only defined over a finite interval $|\omega| \leq \Omega$ (10) can also be written as:

$$U(\omega) = \sum_{n=0}^{\infty} a_n \psi_n \left(\omega \xi_0 / \Omega \right) \text{ for } |\omega| \leq \Omega$$

(11)

Substituting (11) back into (10) one finds that coefficients $a_n$ are needed to satisfy a condition:

$$\int_{-\Omega}^{\Omega} \psi_n(y) \sin \Omega (y-x) \pi (y-x) dx = \lambda_n \psi_n(y)$$

(12)

The completeness and orthogonality property of linear prolate
functions as seen in (9) can also be written as follows:
\[ \sum_{n=0}^{\infty} \frac{\lambda_n^{-1/2}}{\omega_n} \psi_n(0) \psi_n(x) = \delta(x) \text{ for } |x| \leq x_0 \]  
(13)

By comparing (12) and (13) one can find coefficients \( a_n \):
\[ a_n = \left( \frac{x_0}{2\pi \Omega} \right)^{1/2} j^{-\lambda_n/2} \psi_n(0) \]  
(14)

Substituting \( a_n \) from (14) back into (11) yields:
\[ U_M(\omega) = x_0 \omega (\frac{\omega}{2\pi \Omega})^{1/2} \sum_{n=0}^{M} \left( (-1)^n \lambda_n^{-3/2} \psi_n(0) (\omega x_0 / \Omega) \right) \]  
(15)

In order to evaluate (15) in practice, the upper limit of the summation is changed from \( \infty \) to \( M \) where \( M \) indicates the maximum number of terms required to obtain the required response. In this paper, \( M \) will be referred to as the threshold value. Solving (15) in Mathematical software and employing our original proprietary algorithm [3], the frequency response of a prolate filter is as seen in Figure 2.

The inverse Fourier transform of (15) provides the required Dirac delta function as seen in (16) below. Employing our proprietary algorithm [3], one obtains the time domain response for the prolate filter – illustrated in Figure 3.
\[ \delta_M(x) = \sum_{n=0}^{M} \frac{\lambda_n^{-1/2}}{\omega_n} \psi_n(0) \psi_n(x) \]  
(16)

The width of the main lobe for the function as seen in Figure 3 is expressed analytically as [8].
\[ \delta_M = \frac{3C}{M\pi} \]  
(17)

It should be noted that the function in Figure 3 is a true delta impulse on a finite interval. The fact that it shows a finite width is a result of the numerical limit of \( M=60 \) in this case; an infinite \( M \) does produce a true delta function.

Figure 4 compares the time domain response of a prolate filter with the time domain response obtained from an ideal low-pass filter with both filters having the same physical bandwidth:

As mentioned earlier there are no functions available today which can provide a delta response in the time domain for a finite interval. However, by increasing the threshold value \( M \) in (17), the width of the main lobe of the sinc signal can be reduced considerably such that a delta function is obtained in the time domain. Furthermore, if a Fourier transform is performed on such a function, then a filter response can be obtained in the frequency domain which has theoretically infinite bandwidth.

The most advantageous feature of a prolate filter is the concept of a virtual bandwidth which can be extended to an infinite value even when the physical bandwidth has only a certain finite value. In this paper, this virtually or synthetically extended bandwidth is termed as ‘processing bandwidth.’

**Results and Discussion**

In digital communication systems, the baseband transmission of information pulses is severely affected by ISI. Generally, low-pass filters are used at the receiver to filter out the noise from the received signal. The band-limited frequency response of these filters causes the interference to occur. This problem can be avoided by using a prolate filter. Consider a digital ted in Figure 5.

In signal processing, for calculating communication system that transmits digital pulses 1001 to the receiver through a communication channel, as indicating the output of any system, the time domain analysis using convolution can be extremely complex and time consuming. Hence, in order to simplify the calculations, the frequency domain analysis is employed by performing a discrete Fourier transform operation on the input signal, which is shown in Figure 6.

We assume for the illustration purposes that this signal is transmitted through a channel with a bandwidth of \( \pm 2\pi \) and is noiseless. At the receiver the signal is filtered by the receiver’s filter. For a better understanding of the advantages of a prolate filter, initially consider the received signal be filtered by an ideal low-pass filter having a frequency response as shown in Figure 7.

In order to obtain the transmitted signal at the receiver the signal is converted back into the time domain by performing an inverse Fourier transform operation. Due to the band-limited nature of the ideal low-pass filter, valuable information needed for signal reconstruction is lost. The reconstruction of the transmitted signal at the receiver is severely affected by this problem, as seen in Figure 8.

The reconstruction of the transmitted signal is significantly...
improved by increasing the bandwidth of the ideal low-pass filter as seen in Figure 9.

This increase in bandwidth introduces high frequency noise into the system which defeats the major purpose of a filter and also increases the cost of hardware. Hence, in order to overcome the limitation of physically increasing the bandwidth of a low-pass filter, one can instead increase the bandwidth virtually by making use of a prolate filter's processing bandwidth. The equation for obtaining the frequency response of the prolate filter is in (15) and the response it generates is shown in Figure 10. The physical bandwidth the prolate filter in this case is from -2π to +2π which is the same as the one used in the ideal-low pass filter.

The reconstructed signal obtained by using a prolate filter is illustrated in Figure 11. One observes that it is the same as the one obtained by physically increasing the bandwidth of an ideal low-pass filter in Figure 9.

The response in Figure 12 can be improved further by increasing the threshold value M.

The prolate filter operates efficiently even with the change in transmitted signal, as shown in Figure 13 with input signal 10101.

For the prolate filter to operate efficiently, the value of space-bandwidth parameter c must be equal to or greater than the bandwidth of the channel under consideration. The major advantage in using prolate filters, in addition to their larger processing bandwidths, in place of low-pass filters is exactly this parameter c because it is a free parameter one can choose as necessary. In order to illustrate this, consider for comparison the use of prolate filters with c=2π, c=10π and c=20π along with a channel bandwidth of ±20π. The time domain response obtained by using these variations of a prolate filter is illustrated in Figure 14.

The prolate filters with c=2π and c=10π both fail to operate properly and their signal reconstruction is unsatisfactory. On the other hand, the prolate filter with c=20π operates flawlessly.

Conclusions

This paper provides an innovative filtering technique, which can used to reduce ISI in a baseband communication system. Linear prolate functions numerically evaluated with a high precision for large orders were used in this technique for designing the prolate filter. The major advantage of using the prolate filter is that it can theoretically provide an infinitely large processing bandwidth and is only limited by the processing algorithm as it can only include a finite number of linear prolate functions in its calculations. By extending the bandwidth of a low pass filter, its interference reducing capabilities can be improved.
The interference reducing capability of the prolate filter will be same as an ideal low-pass filter when the threshold value \( M \) is equal to \( M_{\text{critical}} \) given by \( \frac{c}{2\pi} \). It needs to be noted that the actual usable processing bandwidth of the prolate filter is obtained only when the threshold value \( M \) is well above \( M_{\text{critical}} \). This fact has caused insurmountable numerical problems in the past that in fact prevented a wider use of linear prolate functions in both, image and signal processing applications. The robust algorithms developed for the first time in is now available and thus overcomes these problems, as illustrated in this paper. It can also be noted that in order to obtain the best interference reduction capability of the prolate filter, the value of the space-bandwidth parameter \( c \) should be equal to the bandwidth of the communication channel.
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