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Abstract

The goal of ensemble down selection is to retain the subset of ensemble members that span the uncertainty
space of the forecast while eliminating those that are most redundant. There are hundreds of combinations of
physics schemes that can be used in typical numerical weather prediction (NWP) models. Limited computational
resources, however, force us to constrain the size of NWP ensembles, and to choose what combinations of physics
schemes to use. Ensemble down selection can help guide those choices, and also yield information about how
many ensemble members are necessary. In this study we examine the use of hierarchical cluster analysis (HCA) as
an objective down selection technique.

To test the performance of HCA across multiple seasons, a 42 member multi physics ensemble is configured
and run, with 48 h forecasts initialized every fifth day for twelve months. HCA is performed on forecast errors of low
level temperature and wind components over training periods of one, two, and three months. How the ensemble
members cluster is found to change by season. The full and subset ensembles are then calibrated using Bayesian
model averaging (BMA). The uncalibrated and calibrated ensembles are verified over one month periods. Statistical
tests indicate a likelihood that the subset ensemble comes from same distribution as the full ensemble, and have
verification scores nearly the same as the full ensemble. Furthermore, intelligently down selecting a subset

ensemble with HCA outperforms random down selection.

Keywords: Numerical weather prediction; Radiation; Land surface;
Surface layer; Boundary layer; Microphysics

Introduction

A common approach to quantifying uncertainty in a forecast is to
use ensembles of numerical weather prediction (NWP) models. How
best to configure NWP models is an area of active research in the
community [1-7]. Limited computing resources force sacrifices to be
made in balancing several considerations including ensemble size,
model resolution, and geographic coverage.

Model error is a key contributor to forecast error in NWP
ensembles, particularly for short range forecasts in the atmospheric
boundary layer [2,3,8] types of model error include uncertainty arising
from the way physical processes are being represented in any given
parameterization scheme, and scale truncation (a low pass filter)
associated with discretization and numerical scheme. Common
approaches for representing model uncertainty include multi-model,
multi-physics, and stochastic perturbation ensembles, or combinations
thereof [1,5,6].

When constructing a multi-physics ensemble, it is usually unclear
what sets of physics schemes are best, or how many members to
include. The large number of available physics options exacerbates this
problem. For instance, in the Advanced Research Weather Research
and Forecasting (WRF-ARW) NWP model [9], for each class of
physics scheme (shortwave radiation, long wave radiation, land
surface, surface layer, boundary layer, microphysics, and cumulus /

convection) there are several options, resulting in thousands of
possible combinations of physics schemes from which to choose (over
21,600 possible physics configurations in WRF-ARW v3.3). It is
entirely impractical to run a several hundred or several thousand
member multi-physics ensemble. Therefore, some guidance in how to
configure a multi-physics ensemble would be helpful to many in the
community.

In an ideal ensemble, each ensemble member would be an equally
likely future state of the atmosphere. Because parameterizations are by
nature imperfect, however, there is no assurance in a multi-physics
ensemble that each ensemble member will be equally likely. Each
individual physics parameterization scheme has its own biases and
errors that in turn can depend on region, season, or weather situation
(i.e., flow dependent errors). Likewise, each combination of physics
schemes has its own typical errors as a result of compensating biases
and interactions, and some combinations may be generally more
accurate than others.

One approach to choosing a smaller set of ensemble members for
computational efficiency could be to select the physics configurations
that produce the lowest mean error over some study period. Unless a
particular physics configuration can be shown to be consistently an
outlier, however, excluding the ensemble members with higher mean
errors may not result in a better ensemble forecast distribution. Such
an approach may be helpful for predicting the mean, but may be
detrimental for quantifying forecast uncertainty.
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Lee et al. [7] proposed an objective method using principal
component analysis (PCA) to choose, or “down select,” a smaller subset
of ensemble members that represent the forecast probability density
function (PDF) nearly as well as the full ensemble. That study
examined down selection from a 24 member ensemble over a single
winter season. Lee [10] compared PCA with two other down selection
techniques, K means cluster analysis (KCA) and hierarchical cluster
analysis (HCA), and found HCA to be the preferred technique of the
three. In this study we extend HCA testing to a 42 member multi-
physics ensemble and to a 12 month period to examine the robustness
of intelligently down selecting a multi-physics ensemble over different
seasons, and with different training periods for the down selection
technique. In this study we also demonstrate that down selecting with
HCA yields improved verification scores over simply doing a random
down selection. We apply Bayesian model averaging (BMA) [11,12] to
calibrate the forecasts for both the full ensemble and the HCA subset
ensembles (section 2c). The actionable result from this study is the
minimum training period required for successful multi-physics
ensemble down selection via hierarchical clustering and Bayesian
model averaging.

We discuss our ensemble configuration, calibration, and verification
procedures in section 2. In section 3 we describe the general down-
selection procedure with HCA. In section 4 we examine the seasonal
effects on clustering and down-selection using HCA. Section 5
provides a summary and conclusions.

Methods

Ensemble configuration

Using WRF-ARW v3.3 we create a 42-member physics ensemble.
The two control members (CTL 01 and CTL 02) are Developmental
Testbed Center (DTC) Reference Configurations for WRF-ARW v3
[13]. For the remaining forty members we choose combinations of
physics schemes by selecting one option from each class of physics
scheme (i.e., microphysics, radiation, land surface, surface layer /
boundary layer, and cumulus schemes), as detailed in (Table 1). In
WRE each boundary layer scheme generally only works with a
particular surface layer scheme, so those schemes are used as matched
pairs. Additionally, particular pairings of long wave and shortwave
radiation schemes are generally recommended. Each set of ten
members has a different pair of surface layer / boundary layer schemes,
but otherwise identical combinations of microphysics, radiation, land
surface, and cumulus schemes. These repeating sets of combinations of
physics schemes were chosen both to include a systematic variety of
combinations, and to make patterns in the cluster analysis easier to
discern at a glance.

Member Microphysics Longwave Shortwave Land Surface Boundary Cumulus
radiation radiation surface layer layer

CTL-01 WSM 5-class RRTM Dudhia Noah MMS5 sim. YSU Kain-Fritsch

CTL-02 Thompson RRTM Dudhia RUC Eta sim. MYJ Grell-Devenyi

10 Thompson RRTM Dudhia Thermal diff. MMS sim. YSU Kain-Fritsch

11 Morrison New Goddard New Goddard Thermal diff. MMS5 sim. YSU Grell-Devenyi

12 WSM 6-class RRTMG RRTMG Thermal diff. MMS5 sim. YSU NSAS

13 Eta (Ferrier) New Goddard New Goddard Noah MMS5 sim. YSU Kain-Fritsch

14 Thompson RRTMG RRTMG Noah MMS5 sim. YSU Grell-Devenyi

15 Morrison RRTM Dudhia Noah MMS5 sim. YSU NSAS

16 WSM 6-class New Goddard New Goddard Noah MMS5 sim. YSU Kain-Fritsch

17 Eta (Ferrier) RRTM Dudhia RUC MMS5 sim. YSU Grell-Devenyi

18 Thompson New Goddard New Goddard RUC MMS5 sim. YSU NSAS

19 Morrison RRTMG RRTMG RUC MMS5 sim. YSU Kain-Fritsch

20 Thompson RRTM Dudhia Thermal diff. Eta sim. MYJ Kain-Fritsch

21 Morrison New Goddard New Goddard Thermal diff. Eta sim. MYJ Grell-Devenyi

22 WSM 6-class RRTMG RRTMG Thermal diff. Eta sim. MYJ NSAS

23 Eta (Ferrier) New Goddard New Goddard Noah Eta sim. MYJ Kain-Fritsch

24 Thompson RRTMG RRTMG Noah Eta sim. MYJ Grell-Devenyi

25 Morrison RRTM Dudhia Noah Eta sim. MYJ NSAS

26 WSM 6-class New Goddard New Goddard Noah Eta sim. MYJ Kain-Fritsch
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27 Eta (Ferrier) RRTM Dudhia RUC Eta sim. MYJ Grell-Devenyi
28 Thompson New Goddard New Goddard RUC Eta sim. MYJ NSAS

29 Morrison RRTMG RRTMG RUC Eta sim. MYJ Kain-Fritsch
30 Thompson RRTM Dudhia Thermal diff. MYNN MYNN-2.5 Kain-Fritsch
31 Morrison New Goddard New Goddard Thermal diff. MYNN MYNN-2.5 Grell-Devenyi
32 WSM 6-class RRTMG RRTMG Thermal diff. MYNN MYNN-2.5 NSAS

33 Eta (Ferrier) New Goddard New Goddard Noah MYNN MYNN-2.5 Kain-Fritsch
34 Thompson RRTMG RRTMG Noah MYNN MYNN-2.5 Grell-Devenyi
35 Morrison RRTM Dudhia Noah MYNN MYNN-2.5 NSAS

36 WSM 6-class New Goddard New Goddard Noah MYNN MYNN-2.5 Kain-Fritsch
37 Eta (Ferrier) RRTM Dudhia RUC MYNN MYNN-2.5 Grell-Devenyi
38 Thompson New Goddard New Goddard RUC MYNN MYNN-2.5 NSAS

39 Morrison RRTMG RRTMG RUC MYNN MYNN-2.5 Kain-Fritsch
40 Thompson RRTM Dudhia Thermal diff. Pleim-Xu ACM2 Kain-Fritsch
41 Morrison New Goddard New Goddard Thermal diff. Pleim-Xu ACM2 Grell-Devenyi
42 WSM 6-class RRTMG RRTMG Thermal diff. Pleim-Xu ACM2 NSAS

43 Eta (Ferrier) New Goddard New Goddard Noah Pleim-Xu ACM2 Kain-Fritsch
44 Thompson RRTMG RRTMG Noah Pleim-Xu ACM2 Grell-Devenyi
45 Morrison RRTM Dudhia Noah Pleim-Xu ACM2 NSAS

46 WSM 6-class New Goddard New Goddard Noah Pleim-Xu ACM2 Kain-Fritsch
47 Eta (Ferrier) RRTM Dudhia RUC Pleim-Xu ACM2 Grell-Devenyi
48 Thompson New Goddard New Goddard RUC Pleim-Xu ACM2 NSAS

49 Morrison RRTMG RRTMG RUC Pleim-Xu ACM2 Kain-Fritsch

Table 1: Physics schemes for the 42 member WRF multiphysics ensemble. Descriptions and references for schemes are contained in [9]. We use

the same slightly modified version of the Mellor Yamada Janjic (MY]) ABL scheme as in [7].

Because our aim is to isolate the effects of model uncertainty, our
multi-physics ensemble uses the same initial conditions (ICs) and
lateral boundary conditions (LBCs) for all members. We made this
decision for two reasons. First, as mentioned above, physics variability
is a crucial source of uncertainty for low level, short range forecasts.
Second, no down selection approach would be physically meaningful if
applied to an ensemble with only equally likely IC / LBC perturbations,
because members would then be statistically indistinguishable and
exchangeable [14].

We initialize the 48 h forecasts every fifth day at 0000 UTC from 1
Dec 2009 through 26 Nov 2010, for a total of eighteen 48 h forecasts
during each season (Table 2). We choose this frequency in order to
reduce temporal correlations between consecutive forecasts and to
reduce the computational burden of the experiments.

The model’s coarse domain (Figure 1) uses a horizontal grid spacing
of 36 km, while the one-way nested inner domain uses 12 km grid
spacing. There are 45 full vertical levels, with high vertical resolution in
the lowest 2 km (24 full levels) to resolve ABL processes. We use time

steps of 90 s and 30 s for the coarse and fine domains, respectively.
Such small time steps were necessary to preserve model stability on
simulation day 1 Dec 2009 because of a small, powerful vorticity
maximum near the Texas Gulf Coast (not shown) and were retained

for consistency for all the other model runs.

Winter Spring Summer Autumn

D M J S
2009-12-01 2010-03-01 2010-06-04 2010-09-02
2009-12-06 2010-03-06 2010-06-09 2010-09-07
2009-12-11 2010-03-11 2010-06-14 2010-09-12
2009-12-16 2010-03-16 2010-06-19 2010-09-17
2009-12-21 2010-03-21 2010-06-24 2010-09-22
2009-12-26 2010-03-26 2010-06-29 2010-09-27
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J A J o

2009-12-31 2010-03-31 2010-07-04 2010-10-02
2010-01-05 2010-04-05 2010-07-09 2010-10-07
2010-01-10 2010-04-10 2010-07-14 2010-10-12
2010-01-15 2010-04-15 2010-07-19 2010-10-17
2010-01-20 2010-04-20 2010-07-24 2010-10-22
2010-01-25 2010-04-25 2010-07-29 2010-10-25
F M A N

2010-01-30 2010-04-30 2010-08-03 2010-11-01
2010-02-04 2010-05-05 2010-08-08 2010-11-06
2010-02-09 2010-05-10 2010-08-13 2010-11-11
2010-02-14 2010-05-15 2010-08-18 2010-11-16
2010-02-19 2010-05-20 2010-08-23 2010-11-21
2010-02-24 2010-05-25 2010-08-28 2010-11-26

Table 2: Initialization dates for the WRF ensemble from Dec 2009 -
Nov 2010, in YYYY-MM-DD format. All forecasts are initialized at
0000 UTC on these dates. Also shown are the “month” long blocks of
six forecast periods each into which the ensemble dataset is divided.

R UYL LR UL R U A L R UL

/ A ooy

%\HHHHHHIHHHIH\"’ i, \Hmummmui“mm LA |‘\\H\mﬂm\mmmmn\mé

Figure 1: WRF domains used in this study. The outer domain has a
36 km horizontal resolution, and the inner domain (outlined in red)
has a 12 km horizontal resolution.

The LBCs for all members come from the 0.5° x 0.5° resolution
Global Forecast System (GFS) [15] forecast cycles initialized at each of
the simulation times. We use sea surface temperature (SST) analyses
from the National Centers for Environmental Prediction (NCEP) Real-
Time Global (RTG) 0.083° dataset, and daily snow cover analyses from
the National Ice Center.

The ICs use the Oh GFS forecast and are blended with standard
World Meteorological Organization (WMO) observations via the
Obsgrid objective analysis software. This blending yields an improved
initial state. Obsgrid is part of the WRF modeling system, and uses

multiple passes of the objective analysis scheme to modify the first-
guess field [16]. In Obsgrid we use the Cressman objective analysis
scheme, assigning each observation a distance-weighted flow-
dependent radius of influence [17]. We note that Obsgrid does not
operate on the GFS fields directly, but on the GFS fields interpolated to
our WREF grids, which allows for a better fit to the observations. This
process has been shown to improve the initial conditions in other
mesoscale modeling studies, including [18,19].

Ensemble calibration

To correct for biases in the first and second moments of the raw
ensemble distribution (i.e., to calibrate), we use Bayesian model
averaging [12]. BMA estimates the optimal weights and standard
deviations for each member of the ensemble by training these
parameters to best match the observations during a training period (6,
12 or 18 consecutive forecasts in this study, corresponding to one, two,
and three-month training periods, respectively). The BMA weights and
standard deviations are then applied to forecasts in a verification
period (six consecutive forecasts) to create a better ensemble PDF.

We perform calibration with BMA on the forecasts directly so that
we modify the forecast PDF. We apply BMA to the temperature and
the zonal (u) and meridional (v) wind component forecasts at each
forecast lead time (12, 24, 36, and 48 h) and for each level (surface 925,
850 and 700 hPa). As in [7,12] we assume a normal distribution for the
temperature. Whereas [7] assumed a separate normal distribution for
each wind component, here we assume a bivariate normal distribution
for the wind components, similar to the approach of [20], and perform
BMA on the u-wind and v-wind together at each level and lead time. A
single domain wide calibration is performed for each variable at each
lead time at each level, using observations as ground truth. We also
calibrate both the full and subset ensembles, and we calculate
verification statistics on both the calibrated and uncalibrated
ensembles in order to compare how well the down selection procedure
works both with and without calibration.

The ensemble member weights generated by BMA for each variable,
vertical level, and lead time generally are similar; there is not a small
subset of members that have substantially larger weights than the rest
of the ensemble members. The relatively even BMA weights indicate
that all 42 members of our physics ensemble are of roughly comparable
quality [10].

Verification and metrics

We perform down selection, calibration, verification, and analysis
on the inner 12 km domain. This approach excludes the detrimental
impact of boundary artifacts near the edge of the outer 36 km domain.
Before any down selection, calibration, or verification, for each
ensemble member’s forecasts we apply a single domain wide average
bias correction for each forecast variable at each vertical level and
forecast lead time, as in [7]. When we perform the down selection we
also normalize the errors by subtracting the mean and then dividing by
the standard deviation for each variable, lead time and vertical level
during the training period so that errors of variables with different
units can be put on the same magnitude scale, for fairer treatment.

Standard WMO surface and upper air observations are used to
verify our ensemble forecasts. We perform down selection and
verification at four lead times: 12, 24, 36, and 48 h, i.e., those times for
which standard radiosonde observations are available (0000 and 1200
UTC). To quality control these observations against the GFS analysis
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fields that are interpolated by the WRF Pre-processing System (WPS),
Obsgrid is used as described above.

We divide our yearlong forecast dataset into roughly month long
groups of six forecasts each. For each experiment listed in Table 3 we
use one month for verification, while using the previous one, two, or
three months for training data, so that we can explore the impact of
training period length.

Experiment Name Training “month(s)” Verification “month”
DJ Dec Jan
JF Jan Feb
FM Feb Mar
MA Mar Apr
AM Apr May
MJ May Jun
JJ Jun Jul
JA Jul Aug
AS Aug Sep
SO Sep Oct
ON Oct Nov
DJF Dec-Jan Feb
JFM Jan-Feb Mar
FMA Feb-Mar Apr
MAM Mar-Apr May
AMJ Apr-May Jun
MJJ May-Jun Jul
JUA Jun-Jul Aug
JAS Jul-Aug Sep
ASO Aug-Sep Oct
SON Sep-Oct Nov
DJFM Dec-Jan-Feb Mar
JFMA Jan-Feb-Mar Apr
FMAM Feb-Mar-Apr May
MAMJ Mar-Apr-May Jun
AMJJ Apr-May-Jun Jul
MJJA May-Jun-Jul Aug
JUAS Jun-Jul-Aug Sep
JASO Jul-Aug-Sep Oct

ASON Aug-Sep-Oct Nov

Table 3: Abbreviations for each experiment conducted in this study,
with the corresponding “month(s)” used for training and verification
(see Table 2).

The observations used in this study are temperature and horizontal
wind components at four levels: the surface and the mandatory upper-
air levels of 925 hPa, 850 hPa, and 700 hPa. We choose these levels
because we are primarily concerned with factors relevant to forecasting
in the lower troposphere, and in particular the ABL. Additionally, by
choosing a consistent set of mandatory levels we maximize the number
of usable sounding observations, and avoid introducing interpolation
error into the observations. Model predictions are horizontally and
vertically interpolated to the observation locations. In the horizontal
we use bilinear interpolation, and in the vertical we use linear
interpolation between the grid points immediately above and below
the verification pressure level, with the natural log of pressure as our
vertical coordinate for interpolation. We perform verification on
temperature, wind direction, wind speed, vector wind difference, and
the zonal (u) and meridional (v) components of the wind.

We use both the standard root mean squared error (RMSE) and
continuous ranked probability score (CRPS) as verification metrics.
The CRPS assesses both the accuracy and sharpness of a probabilistic
forecast distribution and is defined as [21,22].

o0
N
1 2
cwes =5 3 | (ofeo i)
P - ()where N is the total
o 0 x < o0;
pl.(x)= 1 x>o.
- 1

number of observations, p{ (x) is the cumulative distribution function
(CDF) of the forecast variable being < x at the space-time location of
observation i, pl.o(x) is the CDF of the observation (a Heaviside
function). Both RMSE and CRPS are negatively oriented metrics (i.e.,
lower scores are better) with a perfect score of 0. RMSE and CRPS are

also both suitable verification metrics for continuous predictands like
temperature and wind. CRPS is also a strictly proper scoring rule [23].

To compare the relative performance of the CRPS between a subset
and full ensemble, we take the ratio, CRPSR, of the CRPS for the subset
ensemble to that of the full ensemble:

CRPSsubset

CRPSfull

CRPSR =

CRPSR is similar to a skill score, except that a score higher than 1
represents a worse CRPS for the subset ensemble compared to the full
ensemble, while a score lower than 1 represents a better CRPS for the
subset ensemble, and would imply that the subset ensemble is sharper
and / or more accurate than the full ensemble. Our values of RMSE,
CRPS, and their associated subset to full ratio scores, are calculated
using N = 1000 bootstrap resamples with replacement, so that we can
also compute sample standard deviations with our sample mean values
of these statistics [24].

Comparing the RMSE or CRPS of two ensembles does not directly
indicate the similarity of the distributions of the two ensembles,
however. Thus, we use the two-sample Komolgorov-Smirnov (K-S) test
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to assess the similarity of the empirical CDFs of the full and down-
selected subset ensembles. The null hypothesis for the K-S test is that
the two samples of data being compared come from the same
distribution. The two-sample K-S test statistic finds the greatest
absolute difference between the empirical CDFs of two samples, 1,

observations  of xq observations [22]:

Dg = max|F, (x;) = F (x,)|3)
X

The null hypothesis for the two-sample K - S test is rejected at the
95% confidence level if [22]

1(1 1 0.95
DS > \/—E(n—l + E)IH<T)(4)

The two-sample K-S test is computed for every observation location
in the verification period for the various experiments. We choose not
to merge all locations for the K-S test because we do not expect the null
hypothesis to be equally true everywhere. If the null hypothesis is
supported by the vast majority of observation locations, then the
likelihood is quite small that the full ensemble and subset ensemble
forecast distributions differ.

and n, of X

Ensemble Down-Selection with HCA

We use HCA as our ensemble down selection technique. HCA has
been used in several studies to group together similar members in an
NWP ensemble forecast [25-27] and in an air quality ensemble [28].
Each of those studies applied HCA to multi-model ensembles, with the
general finding that ensemble members clustered together by model. In
contrast, in this study we apply HCA to a single model, multi physics
ensemble to focus on the question of how many ensemble members are
needed to represent model error from a single modeling system (i.e.,
WRF). An HCA data vector is defined initially as the normalized
forecast errors of an ensemble member that corresponds to a singleton
cluster. At each step of the algorithm, the two clusters that are closest to
each other according to some distance metric are combined. If
uninterrupted, this process continues until eventually all of the data
vectors are combined into a single cluster. In this study we stop the
clustering procedure while there are still several clusters, and the
criterion we use to do that is described below.

The version of HCA we use is Ward’s minimum variance method,
known more simply as Ward’s method [22]. Ward’s method combines
the two clusters that have the smallest sum of squares - that is, the sum
of squares of distances between each point in the cluster and the cluster
centroid. The distance metric d(r,s) that Ward’s method uses in the

MATLAB® Statistics Toolbox to compare clusters r and s.
anns L

d(r,s) = —(n o )”xr—xS”Z(S)
r s

where |||, is the Euclidean distance, X, and X are the cluster
centroids, and n, and n ¢ are the numbers of elements in the clusters.

Ward’s method is used frequently in studies that employ HCA [25-27].
Additionally, we find that alternate versions of HCA yield results that
are no better than Ward’s method (not shown).

Dendrograms display the order in which sub-clusters merge
together in HCA; two sub-clusters that merge at a relatively low height
on the dendrogram are considered to be similar to one another. An
example dendrogram for the DJF experiment is shown in (Figure 2).

To determine the number of clusters present in the data for each
experiment, we use the height on the dendrogram at which each
cluster has at least three members. The HCA down-selected subset
ensembles are comprised of the ensemble members that are closest to
each cluster centroid.

400f-

LI 5

304031 41 20 21 22 3242 101112 01 1813 14 15 02 26 27 20 26 36 46 23 33 43 29 25 34 3544 45 17103747 30 40 16 36 48

Figure 2: HCA dendrogram illustrating how the ensemble groups
into ten clusters for the DJF experiment. The colored branches of
the dendrogram are the ten clusters determined by HCA for this
experiment. Within each of the ten clusters, the member closest to
the cluster centroid is chosen to form subset H10. The vertical axis
is the distance metric from Eqn 5.

The HCA is performed on bias corrected, normalized temperature
errors and normalized vector wind differences (VWD) over the
training period for each experiment, combining data from all four
forecast lead times at all four levels. The down-selection is performed
prior to calibrating the ensemble with BMA to avoid adding an
unnecessary layer of complexity to assessing the impact of down-
selection. Down-selection can be performed in either a univariate
framework (on temperature errors and VWD separately) or in a
multivariate framework (normalizing and then combining temperature
errors and VWD into a single data vector). Lee [10] demonstrated that
there is little change in verification results between subset ensembles
from univariate down-selection and multivariate down-selection.
Therefore, we perform a single, multivariate down-selection for each
experiment here, as it is more straightforward to analyze. For
additional simplification, we combine the model data from all four
lead times for down-selection, instead of performing a separate down-
selection on each lead time, because there is little difference between
the two approaches [10].

For additional demonstration that down-selection using HCA has
value, we also compare HCA to a random down-selection method. By
relaxing our requirement that each cluster have at least three members,
we can examine a range of ensemble sizes and also assess whether
there is an ensemble size above which additional members no longer
add forecast skill.

Results

Sensitivity to training window and season

The HCA clusters that result from the one-month training
experiments are shown in Table 4, the clusters from the two-month
training experiments are listed in Table 5, and the clusters from the
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three-month training experiments can be seen in Table 6. There are
several insights that can be drawn from those clustering experiments.
Cluster members | Experiments Shared
01,13, 14, 15,16 | DJ JF FM MA AM MJ SO ON L B
02,27, 28, 29 DJ JF FM MA AM ON L B
10, 11,12 DJ JF FM MA AM MJ L B
17,18, 19 DJ AM MJ L
20, 21, 22, 30,
31, 32, 40, 41, 42 DJ ON L
23, 24, 25, 33,
34, 35, 43, 44, 45 DJ L ¢ R M
26, 36, 46 DJ JF FM MA L
37, 38, 39, 47,
48 49 DJ AM ON L
17, 19, 37, 39,
47, 49 JF MA L C R M
18, 38, 48 JF MA L
20, 21, 30, 31,
40 41 JF FM MA L
22,32,42 JF FM MA L C R M
23, 33,43 JF FM L C R M
24, 25, 34, 35,
44 45 JF FM L
17,37, 47 FM JJ L C R M
18, 19, 38, 39,
48, 49 FM L
23, 24,25 MA L B
33, 34, 35, 43,
44, 45 MA L
20, 21,22 AM MJ L B
23, 24, 25, 26 AM ON L B
30, 31, 32, 40,
4142 AM MJ ON L
33, 34, 35, 36,
43, 44, 45, 46 AM L B
02,27, 28 MJ L B
23,24, 26 MJ L B
25, 35,45 MJ SO L C R M
29, 37, 38, 39,
47,48, 49 MJ SO L
33, 34, 36, 43,
44,46 MJ L
01,13, 16 JJ AS L B C
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02, 21, 27

JJ

10, 19, 20, 29,
30, 39, 40, 49

JJ

11,31, 41

JJ

12,18, 22, 28

JJ

14,24, 34, 44

JJ

JA

AS

15, 25, 35, 45

JJ

JA

AS

23, 26, 33, 36,
43, 46

JJ

AS

32, 38,42, 48

JJ

01, 13, 16, 23,
26, 33, 36, 43, 46

JA

02,17, 27, 37, 47

JA

10, 20, 30, 40

JA

AS

11,21,31, 41

JA

AS

12,22, 32,42

JA

AS

18, 28, 38, 48

JA

AS

| x|

19, 29, 39, 49

JA

O/ ol o |0

= |22/ =2/ 2| £

02, 17, 19, 27,
29, 37, 39, 47, 49

AS

02, 22, 27, 28

SO

10, 11, 12, 17,
18,19

SO

ON

20, 21, 30, 31,
32,40, 41, 42

SO

23, 24, 26, 33,
34, 36, 43, 44, 46

SO

Table 4: Listing of all the clusters (see Table 1 for member descriptions) formed throughout the one-month training experiments from Table 3, the
experiments in which those clusters are found, and also what class(es) of physics scheme(s) is in common throughout the members of the cluster
(L = land surface scheme, B = boundary layer / surface layer scheme, C = cumulus scheme, R = radiation schemes, M = microphysics scheme).

Cluster Members Experiments Shared

01,13, 14, 15, 16 DJF | JFM FMA MAM AMJ SON L|B

02, 27, 28, 29 DJF | JFM FMA MAM AMJ SON L|B

10, 11,12 DJF | JFM FMA MAM AMJ L|B

17,19, 37, 39, 47, 49 DJF L

18, 38, 48 DJF L C|R|M
20, 21, 30, 31, 40, 41 DJF | JFM FMA L

22,32,42 DJF | JFM FMA L C/R|M
23, 33,43 DJF | JFM L C/R|M
24,25, 34, 35, 44, 45 DJF | JFM L|B
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26, 36, 46 DJF | JFM FMA L C/R|M
17,37, 47 JFM FMA L C/R|M
18, 19, 38, 39, 48, 49 JFM FMA L
23, 24,25 FMA L|B
33, 34, 35, 43, 44, 45 FMA L
17,18, 19 MAM AMJ ASO L|B
20, 21,22 MAM AMJ L|B
23, 24, 25, 26 MAM AMJ L|B
30, 31, 32, 40, 41, 42 MAM AMJ L
33, 34, 35, 36, 43, 44, 45, 46 MAM AMJ SON L
37,38, 39, 47, 48, 49 MAM AMJ SON L
01,13, 14, 16 MJJ ASO L|B
02, 27, 29, 37, 39, 47, 49 MJJ L
10, 11, 17,19 MJJ B
12,18, 22, 28, 38, 48 MJJ C
15, 25, 35, 45 MJJ JJA | JAS | ASO L C/R|M
20, 21, 30, 31, 32, 40, 41, 42 MJJ L
23, 24, 26, 33, 34, 36, 43, 44, 46 MJJ ASO L
01, 13, 16, 23, 26, 33, 36, 43, 46 JJA | JAS L C
02,17, 27, 37, 47 JJA L C|R
10, 19, 20, 29, 30, 39, 40, 49 JJA C|R
11,21,31,41 JJA | JAS | ASO L C|R|M
12,22, 32,42 JJA | JAS | ASO L C|R|M
14,24, 34, 44 JJA | JAS L C/R|M
18, 28, 38, 48 JJA | JAS L C/R|M
02, 17,19, 27, 29, 37, 39, 47, 49 JAS L
10, 20, 30, 40 JAS | ASO L C/R|M
02, 27, 28 ASO L
29, 37, 38, 39, 47, 48, 49 ASO L
10, 11,12, 17,18, 19 SON B
20, 21, 22, 30, 31, 32, 40, 41, 42 SON L
23, 24, 25, 26 SON L|B

Table 5: Listing of all the clusters formed throughout the two months training experiments from Table 3, the experiments in which those clusters
are found, and also what class(es) of physics scheme(s) is in common throughout the members of the cluster.

Cluster Members Experiments Shared
01, 13, 14, 15, 16 DJFM JFMA FMAM ‘ MAMJ ‘ AMJJ ‘ ASON L|B ‘ ‘
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02,27, 28, 29 DJFM JFMA FMAM MAMJ ASON L|B

10, 11,12 DJFM JFMA FMAM MAMJ AMJJ L|B

17,19, 37, 39, 47, 49 DJFM FMAM L

18, 38, 48 DJFM FMAM L C/R|M
20, 21, 30, 31, 40, 41 DJFM JFMA L

22,32, 42 DJFM JFMA L C/R|M
23, 33,43 DJFM JFMA L C|R|M
24,25, 34, 35, 44, 45 DJFM JFMA L|B

26, 36, 46 DJFM JFMA L C|R|M
20, 21, 22, 30, 31, 32, 40, 41, 42 FMAM L

23, 24, 25, 26, 36, 46 FMAM L

33, 34, 35, 43, 44, 45 FMAM L

17,18, 19 MAMJ AMJJ ASON L|B

20, 21, 22 MAMJ L|B

23, 24, 25, 26 MAMJ L|B

30, 31, 32, 40, 41, 42 MAMJ L

33, 34, 35, 36, 43, 44, 45, 46 MAMJ L

37, 38, 39, 47, 48, 49 MAMJ ASON L

02, 27, 28 AMJJ L|B

20, 30, 40 AMJJ L C|R|M
21,22, 31,32, 41,42 AMJJ L

23, 24, 26, 33, 34, 36, 43, 44, 46 AMJJ JASO ASON L

25, 35,45 AMJJ ASON L C|R|M
29, 37, 38, 39, 47, 48, 49 AMJJ L

01, 13, 16, 23, 26, 36, 36, 43, 46 MJJA JJAS L C

02,17, 19, 27, 29, 37, 39, 47, 49 MJJA JJAS | JASO L

10, 11, 20, 21, 30, 31, 40, 41 MJJA ASON L

12,22, 32,42 MJJA JJAS | JASO ASON L C/R|M
14, 24, 34, 44 MJJA JJAS L C/R|M
15, 25, 35, 45 MJJA JJAS | JASO L C/R|M
18, 28, 38, 48 MJJA JJAS | JASO L C|R|M
10, 20, 30, 40 JJAS | JASO L C|R|M
11,21,31,41 JJAS | JASO L C|R|M
01,13, 14, 16 JASO L|B

Table 6: Listing of all the clusters formed throughout the three-months training experiments from Table 3, the experiments in which those
clusters are found, and also what class(es) of physics scheme(s) is in common throughout the members of the cluster.
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First, members cluster differently in different seasons. Tables 4-6
show this clearly, with several identical clusters in the experiments that
have overlapping training periods. This behavior is seen within each
season, though somewhat more strongly in winter and summer than in
transition seasons.

In each experiment every cluster has at least one physics scheme
that is common among all members of that cluster. The right-most
column of Tables 4-6 indicates whether the cluster members share the
same land surface scheme (L), boundary layer scheme (B), cumulus
scheme (C), longwave and shortwave radiation schemes (R),
microphysics scheme (M), or some combination thereof. For the vast
majority of the clusters in all the experiments, the cluster members
share a common land surface scheme. This result is unsurprising
because there are an order of magnitude more surface than upper-air
observations in the verification dataset and roughly 20% more
temperature than wind observations, thus making the clustering
sensitive to the large effect that the land surface scheme has on near-
surface parameters [29,30].

Boundary layer and cumulus parameterizations generally appear
to be of secondary importance to the clustering. As can be seen in
Tables 4-6, cluster members that share the same microphysics and / or
radiation schemes also all share the same cumulus scheme in this
ensemble, but the converse is often not true; thus it appears that the
cumulus scheme has greater importance with regard to determining
clusters than do either the microphysics or radiation schemes, at least
for the geographic region studied here. In this region, cumulus
parameterization schemes often have a more direct impact on model
temperatures and winds than do microphysics and radiation schemes.
Therefore it makes physical sense that cumulus schemes would be
more relevant for clustering than microphysics or radiation, especially
for low-level temperature and wind. It should be noted, however, that
in other regions, such as the U.S. west coast, microphysics and
radiation schemes are likely to have a larger impact on surface
variables than cumulus schemes because of the modeling of marine
stratus.

In the summer the cluster members tend to have a common
cumulus and / or land surface scheme, but typically not a boundary
layer scheme. In the transition seasons the cluster members frequently
share a common boundary layer and / or land surface scheme, but not
a cumulus scheme. A plausible meteorological explanation for this
behavior is that there is more convection across the 12 km domain see
Figure 1 in summer, and in the transition seasons of spring and
autumn the effects of surface heating are increasing and decreasing,
respectively. In winter there are many synoptic systems moving across
the domain with forcing strong enough to trigger convection despite
the weak land surface forcing. Boundary layer schemes in WRF-ARW
also have variable performance in cold and stable regimes in different
regions [18].

A second major finding is that the length of the training period of
clustering and calibration generally has little impact on the verification
scores, whether the training period is one, two, or three months long.
This can be seen from examining the CRPS for 2 m temperature in
Figure 3 and 10 mu-wind in Figure 4, which show the CRPS for both
the BMA-calibrated (solid lines) and uncalibrated (dashed lines) full
ensembles (the 10 mv-wind plot is quite similar to the 10 mu-wind
plot, and so is not shown), for the one-month (blue), two-month (red),
and three-month (green) training experiments. Occasionally there are
some significant differences between the different training periods for
2 m temperature (with the one-month training being the best of the

experiments in the majority of those instances), but for the 10 m wind
components there is no statistically significant difference between the
training periods. The same general observations are true when
comparing the CRPS for the HCA subset ensembles (not shown). It
can also be noted from Figures 3 and 4 that the calibrated ensembles
have statistically significantly lower (better) CRPS values than do the
uncalibrated ensembles, which is a finding consistent with dozens of
other ensemble modeling studies [12,20,31].
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Figure 3: CRPS of the full 42 member ensemble for each of the
experiments with one-month (blue), two-month (red), and three-
month (green) training periods. The solid lines denote the CRPS for
the BMA-calibrated ensembles, and the dashed lines for the
uncalibrated ensembles. The confidence intervals that are shown
denote 1 standard deviation in the bootstrapped estimated value of
CRPS. Confidence intervals for the two-month data points are
hidden for clarity, but are of similar magnitudes. CRPS in this figure
is in units of K.

Likewise, the CRPSR, the ratio between the HCA subset ensemble
and full ensemble CRPS values, is generally similar regardless of
training period length. The CRPSR for 2 m temperature and 10 mu-
wind are shown in Figures 5 and 6, respectively, for both the calibrated
(solid line) and uncalibrated (dashed line) ensembles, for the one-
month (blue), two-month (red), and three-month (green) training
experiments. When the confidence intervals include 1.0, then the null
hypothesis that the CRPS of the subset and full ensembles are
statistically equivalent cannot be rejected. This condition is met for
most of the experiments when the full and subset ensembles are both
calibrated. When examining the uncalibrated ensembles for all
experiments, however, the CRPS for the subset ensemble is more
frequently significantly degraded from the full ensemble CRPS (i.e., the
CRPSR is significantly larger than 1.0). This finding indicates that
calibration should also be used, in addition to an intelligent down-
selection method, to achieve minimal degradation in average forecast
performance.
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Figure 4: CRPS of the full 42 member ensembles for each of the
experiments with one month (blue), two-month (red), and three-
month (green) training periods but for the 10 mu-wind component.
The solid lines denote the CRPS for the BMA-calibrated ensembles,
and the dashed lines for the uncalibrated ensembles. The confidence
intervals that are shown denote 1 standard deviation in the
bootstrapped estimated value of CRPS. Confidence intervals for the
two month data points are hidden for clarity, but are of similar
magnitudes. CRPS in this figure is in units of ms-1.
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Figure 5: Ratios of CRPS for HCA subset ensembles to the CRPS of
the full 42 member ensemble, averaged over all forecast lead times
for 2 m temperature over all one-month (blue), two month (red),
and three-month (green) training experiments. The solid lines
denote the CRPSR for the BMA-calibrated ensembles, and the
dashed lines for the uncalibrated ensembles. The confidence
intervals that are shown denote 1 standard deviation in the
bootstrapped estimated value of CRPSR. Confidence intervals for
the two month data points are hidden for clarity, but are of similar
magnitudes.
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Figure 6: Ratios of CRPS for HCA subset ensembles to the CRPS of
the full 42 member ensemble, averaged over all forecast lead times
for 10 mu-wind component over all one-month (blue), two-month
(red), and three-month (green) training experiments. The solid
lines denote the CRPSR for the BMA-calibrated ensembles, and the
dashed lines for the uncalibrated ensembles. The confidence
intervals that are shown denote 1 standard deviation in the
bootstrapped estimated value of CRPSR. Confidence intervals for
the two-month data points are hidden for clarity, but are of similar
magnitudes.

A likely explanation for why there is little difference in CRPS and
CRPSR values across different training period lengths is that there
tends to be considerable overlap in the members that comprise the
HCA subset ensembles for experiments in which the training period
overlapped (Table 7). When the same cluster is found in multiple
experiments, there is one ensemble member that is frequently closest
to the centroid of that cluster across several experiments. Therefore, at
least for the ensemble in this study, a longer training period, which
requires several hours more computation time for calibration with
BMA in order to calibrate the ensemble, appears to confer little if any
tangible benefit. As a result, a one-month training period,
encompassing six consecutive forecasts every fifth day, is sufficient and
practical. A training period of about a month is similar to the findings
of Raftery et al. [12], though they use a daily NWP ensemble instead of
an every-fifth-day ensemble like we use here. By examining ensemble
forecasts every fifth day, temporal correlations are reduced. This allows
calibration to be both possible and effective over a similar time span,
while requiring less data.

Experiment (subset) Subset members

DJ (subset HO8) 11, 14,19, 29, 39, 40, 44, 46

JF (subset H10) 10, 14, 29, 40, 42, 43, 45, 46, 48, 49
DJF (subset H10) 11, 14, 29, 40, 42, 43, 45, 46, 48, 49
FM (subset H10) 10, 14, 29, 33, 35, 36, 38, 40, 42, 47
JFM (subset H10) 10, 14, 29, 35, 40, 42, 43, 46, 47, 49
DJFM (subset H10) 11, 14, 29, 40, 42, 43, 45, 46, 48, 49
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MA (subset H10)

02, 11, 14, 24, 34, 38, 39, 40, 42, 46

JASO (subset H08) 16, 31, 32, 35, 38, 40, 46, 49

FMA (subset H10)

01, 11, 24, 29, 34, 36, 40, 42, 47, 49

ON (subset H07) 01,02, 12, 24, 34, 39, 42

JFMA (subset H10)

11, 14, 29, 35, 40, 42, 43, 46, 47, 49

SON (subset H07) 12,16, 23, 27, 38, 42, 46

AM (subset H09)

11,16, 17, 22, 26, 27, 39, 41, 44

ASON (subset H08) 16, 19, 27, 32, 35, 39, 40, 46

MAM (subset H09)

01, 02, 11, 19, 21, 24, 34, 39, 41

FMAM (subset HO8)

01,02, 11, 26, 41, 44, 48, 49

MJ (subset H10)

02, 10, 16, 19, 21, 23, 30, 33, 45, 49

AMJ (subset H09)

11,16, 17, 22, 26, 27, 30, 36, 39

MAMJ (subset HO9)

01,02, 11, 19, 21, 24, 34, 39, 41

JJ (subset H10)

02,12, 16, 31, 32, 34, 35, 36, 37, 39

MJJ (subset HO7)

16, 18, 19, 35, 40, 46, 49

AMJJ (subset H09)

02, 11, 16, 19, 40, 41, 45, 46, 49

JA (subset H09)

16, 17, 31, 32, 34, 35, 38, 39, 40

JJA (subset H08)

17, 31, 32, 34, 35, 36, 38, 39

MJJA (subset HO7)

32, 34, 35, 36, 38, 40, 49

AS (subset H09)

16, 17, 31, 32, 34, 35, 36, 38, 40

JAS (subset HO8)

17, 31, 32, 34, 35, 36, 38, 40

JJAS (subset HO8)

19, 31, 32, 34, 35, 36, 38, 40

SO (subset HO7)

16, 17, 27, 35, 40, 46, 49

ASO (subset H09)

02, 16, 19, 31, 32, 35, 39, 40, 46

Table 7: A list of the ensemble members chosen by the HCA method in
each experiment (grouped by verification month).

Third, because the CRPS values for the calibrated subset and full
ensembles are generally not significantly different from each other for
all experiments Figures 5 and 6, it can be said that down-selection via
HCA is effective year round, not just in one particular season. This
finding increases the potential utility of the HCA down-selection
method.

Finally, the two-sample K-S test indicates that the full and HCA
subset ensembles are quite unlikely to come from different
distributions. Table 8 details, for each experiment and for each lead
time variable combination, the percentage of observation locations for
which the two-sample K-S test determined the null hypothesis that the
two distributions are the same could not be rejected at the 95%
confidence level. For most experiments and lead time variable
combinations, the full and subset ensemble CDFs are likely to be
similar to each other for 95% or more of the forecast locations in the
respective verification periods. Table 8 only shows K-S test results for
surface variables, but results are similar for above surface variables as
well. The K-S test results further indicate that the HCA subsets are
providing good approximations to the full ensemble.

Experiment 12hT 24hT 36hT 48hT 12hU 24hU 36hU 48hU 12hV 24hV 36hV 48hV
DJ 100.0 100.0 100.0 99.90 99.86 99.62 99.93 99.65 99.93 99.85 99.93 99.93
JF 100.0 99.95 100.0 100.0 99.58 99.85 99.78 99.06 99.37 99.71 99.78 99.39
FM 100.0 100.0 100.0 100.0 100.0 99.93 99.93 99.93 100.0 100.0 100.0 99.93
MA 100.0 100.0 100.0 99.95 100.0 99.93 99.92 100.0 100.0 99.93 99.69 100.0
AM 100.0 99.90 99.95 99.85 100.0 99.62 99.85 99.92 99.80 99.77 99.93 99.85
MJ 99.95 99.81 99.95 99.94 99.80 100.0 99.78 99.74 100.0 99.93 99.35 99.91
JJ 99.71 99.90 99.95 99.75 98.26 98.77 99.08 99.42 97.70 97.55 99.54 98.54
JA 99.81 99.90 100.0 99.90 97.71 98.12 98.79 99.54 96.60 98.74 99.27 99.27
AS 99.47 99.22 99.65 100.0 94.15 98.53 98.23 98.99 95.35 98.05 98.36 98.99
SO 99.86 99.86 99.37 99.66 99.93 99.67 99.36 100.0 99.86 99.93 99.29 99.47
ON 100.0 99.95 99.95 99.85 99.74 99.87 99.87 99.74 99.80 99.74 99.81 99.80
DJF 100.0 100.0 100.0 100.0 99.86 99.71 99.34 98.99 99.23 99.78 99.56 99.60
JFM 100.0 100.0 100.0 100.0 99.58 99.87 99.67 99.87 99.93 99.67 99.87 99.80
FMA 100.0 100.0 100.0 100.0 100.0 100.0 99.92 100.0 99.91 99.93 99.77 100.0
MAM 99.95 98.67 99.66 99.03 99.33 99.62 99.13 99.69 99.46 99.77 99.42 99.23
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AMJ 99.95 99.71 99.71 99.63 99.73 99.60 99.56 99.57 99.67 99.80 99.93 99.74
MJJ 99.56 98.97 99.95 99.26 98.75 99.11 99.08 98.54 97.77 98.77 99.08 98.47
JJA 97.49 99.56 98.03 99.85 85.08 89.96 91.56 97.62 82.72 90.31 93.70 92.65
JAS 99.19 98.79 98.41 99.37 86.24 93.72 93.91 95.84 88.16 94.56 95.55 96.38
ASO 99.95 100.0 100.0 100.0 99.50 99.93 99.79 100.0 99.79 100.0 99.43 99.93
SON 99.18 99.75 99.37 98.97 99.22 99.22 99.03 99.34 99.28 98.89 99.16 98.88
DJFM 100.0 100.0 100.0 100.0 97.97 99.54 99.40 99.67 99.09 99.41 99.67 99.60
JFMA 99.94 100.0 100.0 100.0 99.73 99.86 99.85 99.79 99.91 99.93 99.54 99.71
FMAM 100.0 100.0 100.0 99.90 99.80 99.92 99.93 99.85 99.87 99.92 99.56 99.69
MAMJ 98.94 96.99 98.27 98.41 98.73 98.14 99.20 99.32 98.80 99.20 98.77 99.32
AMJJ 99.95 99.61 99.90 99.85 99.44 99.73 99.54 99.56 99.58 99.86 99.68 99.49
MJJA 98.12 98.54 98.03 99.17 89.52 91.70 93.50 95.10 89.87 92.12 94.84 94.51
JJAS 99.09 99.18 98.31 99.13 87.03 94.21 99.39 96.45 87.03 94.21 99.39 96.45
JASO 99.95 99.04 99.57 99.22 95.99 97.41 97.87 98.54 97.14 97.61 99.01 97.16
ASON 100.0 99.90 99.81 99.90 99.67 99.74 99.68 99.80 99.74 99.67 99.87 99.47

Table 8: For each experiment, the percentage of observation locations of each lead time surface variable combination for which the two-sided
Kolmogorov Smirnov test indicates that the null hypothesis of statistical similarity between the full and subset ensemble distributions is
supported. High percentages indicate that it is unlikely that the two distributions differ.

HCA vs. random down-selection

To assess the value of down selection using HCA, it is important
to demonstrate that HCA adds value over a random down selection
process. We find that down-selection using HCA usually does result in
better verification scores than if down selection is done randomly. For
the DJF experiment, we randomly choose ten sets of subset ensembles
for each ensemble size ranging from 2-15 members (i.e., ten random
subset ensembles of 2 members each, ten random subset ensembles of
3 members each, etc.). We then use HCA to determine single subset
ensembles for each of those ensemble sizes (2-15 members), but
allowed for singleton or two member clusters in order to compare with
random subsets. For two member clusters both members are
equidistant from the cluster centroid, so in those cases we randomly
choose which member becomes part of the HCA subset.

We calculate the CRPSR for both the HCA determined subsets and
the mean of the ten randomly determined subsets (comparing both to
the full ensemble). For both 2 m temperature (Figure 7) and 10 mu
wind (Figure 8) the HCA subsets are generally statistically significantly
better than random down-selection for most ensemble sizes. Therefore,
down selecting using HCA adds value compared to randomly choosing
a subset ensemble.

At least two other main observations can be drawn from the data in
Figures 7 and 8. First, there appears to be little additional forecast skill
gained by increasing ensemble size beyond roughly 7-10 members. The
CRPSR in these figures all generally decrease with increasing ensemble
size until about 7-10 members, at which point the CRPSR remains
roughly flat for larger ensemble sizes. Because only a few ensemble
members can deliver nearly equivalent forecast skill as a much larger

ensemble, it is likely that such a large multi-physics ensemble contains
much redundancy.

Second, down selection is more effective when both the full and
subset ensembles are calibrated than when both are uncalibrated for
nearly all subset sizes, not just the objectively chosen one. In Figures 7
and 8, the CRPSR for calibrated ensembles (solid lines) are
significantly smaller (i.e., better) than the CRPSR for uncalibrated
ensembles (dashed lines), though these improvements tend not to be
statistically significant for ensembles larger than about 8 members.
Thus, fewer ensemble members are required to achieve forecast skill
equivalent to that of the full ensemble when the full and subset
ensembles are both calibrated. Furthermore, the CRPSR for the HCA
subset ensembles is sometimes less than 1.0, indicating an even lower
(better) CRPS than for the full ensemble.

Summary and Conclusion

This study demonstrates the performance of hierarchical cluster
analysis (HCA) as an ensemble down selection methodology on a 42
member WRF multi-physics ensemble dataset, with forecasts
initialized every fifth day for an entire year. The full ensemble and
subset ensembles are then calibrated with Bayesian model averaging
(BMA) to calibrate the ensemble PDE. The HCA and BMA are trained
over varying lengths of consecutive forecasts (six, twelve, and eighteen,
covering one, two and three months, respectively). We then verify the
wind component and temperature forecasts over six consecutive
forecasts, also spaced five days apart, using CRPS as our primary
metric, in addition to the CRPS ratio between the subset and full
ensembles.
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Figure 7: Ratios of CRPS for subset ensembles of a range of sizes to
the CRPS of the full 42 member ensemble, averaged over all forecast
lead times for 2 m temperature in the DJF experiment. The blue line
corresponds to the average CRPS ratio for ten random subset
ensembles of each ensemble size, while the red line is for the CRPS
ratio of HCA determined subset ensembles. The dashed lines are
the ratios for the uncalibrated (equal weighted) ensembles, while
the solid lines are the ratios for the calibrated (BMA weighted)
ensembles. Confidence intervals denote 1 standard deviation.

The primary conclusions that can be drawn from this study are as
follows:

Down selection with HCA, particularly when paired with BMA
calibration, is effective year round at representing the forecast
distribution of a WRF based 42 member multi physics ensemble with
just 7-10 members.

Down-selecting to a subset ensemble using HCA yields statistically
significantly better skill than randomly choosing subsets.

The length of training period has little impact on verification results.
Therefore, it is practical to use a shorter (one month of forecasts every
fifth day) training period for computational efficiency.

The ensemble members cluster differently in different seasons, but
the cluster members always share at least one common physics
parameterization scheme. To account for model uncertainty in a multi-
physics framework, the classes of physics schemes in which diversity is
most important change with season.

While physics uncertainty is the only component of the total
forecast uncertainty that we focused on here, we believe that this study
can help guide and constrain future efforts in ensemble NWP
modeling, particularly with the attention that efforts to better represent
physics and model uncertainty is receiving in the community
currently. It is clear that for multi-physics ensembles like the one in
this study, increasing ensemble size beyond about 10 members would

simply be gratuitous computing if we plan to calibrate the ensemble.
Therefore, resources would likely be more wisely spent on increasing
model resolution, the size of the model domain, or more importantly,
representing additional types of forecast error, than by including more
than about 10 intelligently chosen physics suites in an ensemble
prediction system.

Lead Time-Averaged CRPS Ratios (Subset:Full)
U, level sfc, Uncal. (dashed), Cal. (solid)

Experiment DJF
1.30 T T O T B |
1 —e—HCA |
—e—Random| [
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Figure 8: Ratios of CRPS for subset ensembles of a range of sizes to
the CRPS of the full 42 member ensemble, averaged over all forecast
lead times for 10 mu wind component in the DJF experiment. The
blue line corresponds to the average CRPS ratio for ten random
subset ensembles of each ensemble size, while the red line is for the
CRPS ratio of HCA determined subset ensembles. The dashed lines
are the ratios for the uncalibrated (equal weighted) ensembles,
while the solid lines are the ratios for the calibrated (BMA
weighted) ensembles. Confidence intervals denote 1 standard
deviation.
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