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Introduction
The earliest artificial intelligence approaches to medical diagnosis 

were based on Bayesian and decision-theoretic schemes. Difficulties 
in obtaining and representing quantities of numbers and both the 
computational and representational complexity of probabilistic 
schemes caused a long-lasting departure from these approaches 
[1]. In numerous domains, such as genetics, clinical diagnoses, 
direct marketing, finance, and online business, data sets arise with 
thousands of variables and a low ratio of cases to variables. Such data 
present dimensional difficulties for classifying a target variable [2] 
and identifying critical predictor variables [3]. Hence, determining 
influence (i.e., the causal relationships between the target variable and 
predictor variables) is a great challenge.

Recently, the development of probabilistic graphical models, such 
as Bayesian Networks (BNs) and closely related influence diagrams 
has renewed interest in applying probability theory in intelligent 
systems. BNs are successfully applied to various problems, including 
those involved in machine diagnosis, user interfaces, natural language 
interpretation, planning, vision, robotics, and data mining [1]. In 
medical diagnosis, the elimination of redundant tests can reduce the 
risks to patients and lower health care costs [4].

BNs are graphical knowledge representation tools. Every 
probability distribution can be defined using a BN [5]. As a result, BNs 
are widely used in problems in which uncertainty is managed using 
probabilities [6]. However, identifying the optimal network structure 
requires searching through all possible structures [7]. Although 
promising results have been obtained using global search techniques, 
their computation cost renders them unfeasible [8,9]. Heuristic 
methods, such as Simulated Annealing (SA) [10,11] and Tabu Search 
(TS) [12,13] can be used for large combinational optimization 
problems. This BN learning approach, using evolutionary techniques, 
can be employed to identify a high-scoring BN structure. This paper 
describes two enhanced learning algorithms (TS and SA) used to 
develop BN structures based on data. This study considered a medical 
case involving pathologies of the vertebral column.

Experiment
The vertebral column is a system composed of a group of vertebrae, 

invertebrate discs, nerves, muscles, medulla, and joints. This complex 

system can exhibit dysfunctions that cause backaches with various 
intensities. The data set applied in this work was supplied by Dr. 
Henrique da Mota, who collected the data during a medical residence 
in spine surgery [14]. This data set contains data on 310 patients 
obtained from sagittal panoramic radiographies of the spine. Each 
patient is represented in the data set by six biomechanical attributes 
derived from the shape and orientation of the pelvis and lumbar spine 
(Table 1). In this experiment, the patients in the first subdivision of the 
data set were classified into one of three categories: Disk Hernia (DH) 
(60 patients), Spondylolisthesis (SL) (150 patients), and Normal (NO) 
(100 patients). For the second subdivision of the data set, the DH and 
SL categories were merged into a single category labeled “Abnormal” 
(AB). Thus, the patients in the second subdivision were classified into 
one of two categories: AB (210 patients) and NO (100 patients).

BN and learning algorithm

Theory of BNs: The probabilistic graphical model is a classification 
method based on Bayes’ theorem [15]. A Bayesian network ,B G Θ=   
is a directed acyclic graph G that models probabilistic relationships 
among a set of random variables 1{ , , , }nU X X Ω= 

, where n 
denotes the number of attributes, Xn is the attribute term, and Ω is the 

*Corresponding author: Chih-Chiang Wei, Department of Digit Fashion Design,
Toko University, Taiwan, Tel: 886-953077710; E-mail: d89521007@ntu.edu.tw

Received October 28, 2013; Accepted November 23, 2013; Published November 
28, 2013

Citation: Wei CC (2013) Probabilistic Graphical Models for the Medical Industry
Developed Using Enhanced Learning Algorithms. Ind Eng Manage 2: 119. doi:
10.4172/2169-0316.1000119

Copyright: © 2013 Wei CC. This is an open-access article distributed under the
terms of the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original author and 
source are credited.

Abstract
This study presents two enhanced learning algorithms used for discovering probabilistic graphical models based 

on the Bayesian Network (BN) structure. The two heuristic structure learning algorithms, namely Tabu Search (TS) 
and Simulated Annealing (SA), were empirically evaluated and compared regarding efficiency. These algorithms were 
applied to real-life data sets for the vertebral column. A data set containing values for six biomechanical features was 
used to classify patients into three categories, namely, Disk Hernia (DH), Spondylolisthesis (SL), and Normal (NO), and 
two categories, namely, Abnormal (AB) and NO. The results indicated that SA is a more effective algorithm than TS. 
However, the empirical results obtained using TS indicated that the TS algorithm is promising because of its relatively 
simple network structure.
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Notation Description Mean Min-max
PI Pelvic incidence 60.50 26.15~129.83
PT Pelvic tilt 17.54 -6.55~49.43
LA Lumbar lordosis angle 51.93 14.00~125.74
SS Sacral slope 42.95 13.37~121.43
PR Pelvic radius 117.92 70.08~163.07
GS Grade of Spondylolisthesis 60.50 -11.06~418.54

Table 1: Six attributes in vertebral column dataset.
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class variable. Each variable in U has specific states or values denoted 
by lower-case letters 1{ , , , }nx x ω . The symbol Θ represents the set of 
parameters used to quantify the network. Each node contains a local 
probability distribution given its parents. Additional information is 
provided in Friedman et al. [16] and Pernkopf and O’Leary [17].

Learning algorithm: A basic condition for general search 
algorithms to be applicable to a combinatorial optimization problem 
(f,S), where f is the cost function and S is a solution space, is that the cost 
function f can be easily calculated for elements of the neighborhood 
of a solution. An appropriate neighborhood structure that fulfills this 
condition should be chosen [18].

(a) Tabu search: TS are a general-purpose combinatorial 
optimization algorithm [19]. The basic idea is to begin with an arbitrary 
solution and recursively select a new solution from the neighborhood 
of the previous solution that maximally increases a predefined cost 
function. If there is no solution that increases the cost function, the 
present solution is a local optimum. The search process leaves this 
local optimum by selecting a solution that minimally reduces the cost 
function. When a solution is selected that reduces the cost function, 
immediate reselection of the local optimum visited previously is 
prevented by maintaining a list of solutions that are forbidden, which is 
called the “Tabu list.” The length (tll) of this Tabu list determines how 
much iteration are required to return to a local optimum; the higher 
the tll is, the more iterations are required to possibly return to the local 
optimum, and the higher the probability is that it is not visited again. 
The solution returned by TS is the optimal solution visited during the 
execution of the algorithm. TS is attractive for its simplicity, the few 
parameters that are necessary, and the empirical results, which are 
promising for application in a variety of combinatorial optimization 
problems [20, 21]. The tll and a stop criterion depend on the instance 
of the combinatorial optimization problem (f,S). Details on the TS 
algorithm are provided in Bouckaert [18].

(b) Simulation annealing: SA is a general-purpose combinatorial 
optimization algorithm that was introduced by both Kirkpatrick et al. 
[22] and Cerny [23]. SA was motivated by the process of annealing 
metal to harden it. Annealing begins by heating metal until it melts and 
all particles move freely. The temperature is then reduced carefully to 
allow the particles to arrange themselves in a highly structured lattice 
[18]. In SA, a problem begins with an initial solution that is iteratively 
modified according to control parameter T, which is analogous to 
temperature [24]. As the parameter T is reduced, the convergence 
criterion becomes increasingly difficult to satisfy. Finally, if  T is lowered 
sufficiently, no additional changes in the solution space are possible. To 
avoid being frozen at a local optimum, the SA moves slowly through 
the solution space. This controlled improvement of the objective value 
is accomplished by accepting non improving moves with a certain 
probability that decreases as the algorithm progresses. This criterion 
is a Boltzmann’s probability distribution (Metropolis criterion) as a 
function of temperature T:

( ) exp Fp F
T

−∆ ∆ =  
 

    (1)

Where F is the objective function, ∆F is the increment of the 
objective function (i.e., ( ) ( )iF F v F v′∆ = −  ), vi is current values, and 
v′  is a randomly generated new solution in the neighborhood of vi. A 
detailed description can be found in Kirkpatrick et al. [22], Kalivas et 
al. [25], and Swierenga [26].

Parameter training: The cross-validation sub sampling approach 

was employed to evaluate the BNs. The entire data set was randomly 
partitioned into 10 equal-sized subsets. During each run, one of the 
partitions was chosen for testing, and the remaining partitions were 
used for training. This procedure was repeated 10 times so that each 
partition was used for validation exactly once, making it a 10-fold 
cross-validation.

(a) Tabu search: TS involve hill climbing until an optimum is 
reached. The initial network used for structure learning is a naive BN, 
a network with an arrow from the classifier node to every other node. 
The main parameter tll was chosen by conducting a sensitivity analysis 
in the interval [1]. The True-Positive Rate (TPR), False Positive Rate 
(FPR), and precision were calculated, and the testing results are plotted 
in (Figure 1). As shown in the figure, the suitable tll was 6.

(b) Simulated annealing: This BN learning algorithm uses SA to 
identify a high-scoring network structure. The factor by which the 
temperature decreases in each iteration was set to 0.999. The number 
of iterations to be performed by the SA search was set to 1,000. The 
start temperature of the SA search was the main parameter. The 
start temperature determines the probability that a step in the wrong 
direction in the search space is accepted. The TPR, FPR, and precision 
were calculated by conducting a sensitivity analysis of the start 
temperature in the interval [1], and the testing results are plotted in (Figure 
2). As shown in the figure, the suitable start temperature was 11.

Model Evaluation
Definition of performance

To provide the most comprehensive description of diagnostic 

Figure 1: Sensitivity analysis of tabu list on the TPR, FPR, and Precision of 
TS-evolved BN. 
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accuracy, this study employed analyses of the Receiver Operating 
Characteristic (ROC) and the area under the ROC curve (AUC). 
The ROC curve is a popular tool in medical and imaging research. It 
conveniently displays diagnostic accuracy regarding sensitivity (i.e., 
TPR) against (1 – specificity) (i.e., FPR) at all possible threshold values 
[27,28]. By changing the cut off value, several different pairs of (1 – 
specificity) and sensitivity can be obtained [29]. In addition, the AUC 
can provide an indication of the accuracy of the test. If the ROC curve 
follows the diagonal, the diagnostic test is not useful and the area 
under this curve is 0.50, indicating that the test is not more specific or 
sensitive than random guessing [30].

Network structures

First, for two categories, {AB, NO}, the networks that resulted from 
using TS are shown in (Figure 3a). In the figure, the attribute PR refers 
to parts of the network different from those of the other five attributes. 
This network exhibited two chains of causalities. The first chain shows 
that the patient status depends on the grade of SL, and the grade of SL 
in turn depends on the pelvic incidence and the other three attributes 
(i.e., pelvic tilt, lumbar lordosis angle, and sacral slope). Another edge 
in the network was located between patient status and pelvic radius. 
(Figure 3b) shows causality networks drawn using SA. The network 
exhibited more complex causality relationships among attributes than 
did TS. Similar to the structures formed when using two categories, 
for three categories, {DH, SL, NO}, the TS algorithm produced simple 
structures (Figure 4a), whereas SA yielded complex structures (Figure 4b).

Results of ROC and AUC analyses

The ROC curves obtained when using TS and SA for two and 
three categories are provided in (Figures 5 and 6), respectively. In 
this experiment, the AUC measures in each class, which summarize 
the statistic of diagnostic performance, are displayed in (Figure 7). 
According to the figure, higher weighted average AUC measures of 
classification accuracy were exhibited by the SA-evolved BN than by 
the TS-evolved BN, likely because SA develops more favorably than TS 
does, but yields complex network structures; therefore, both algorithms 
have high overall AUC measures. Although TS exhibited inferior AUC 
outcomes compared with those produced by SA, it is attractive for its 
simplicity and the few parameters that are necessary [20, 21].

Conclusion
In this paper, two heuristic structure learning algorithms used for 

probabilistic graphical models, namely TS and SA, were empirically 
evaluated and compared regarding efficiency. This study applied these 
algorithms in classifying the pathologies of the vertebral column. A data 
set containing values for six biomechanical features was used to classify 
patients into three categories, {DH, SL, NO}, and two categories, {AB, 
NO}. The results showed that using SA enhanced the AUC measures for 
predictions. For two categories, the average AUC values of 0.860 and 
0.876 for TS and SA, respectively, were obtained. For three categories, 
the average AUC measures of 0.915 and 0.926 were obtained for TS 
and SA, respectively. The results indicate that SA is a more effective 
algorithm than TS. However, the empirical results obtained using TS 
indicated that the TS algorithm is promising because of its relatively 
simple network structure.

Figure 3: The resulting networks using evolutionary algorithms for two 
categories of {AB,NO}.

Figure 4: The resulting networks using evolutionary algorithms for three 
categories of {DH,SL,NO}.

Figure 2: Sensitivity analysis of start temperature on the TPR, FPR, and 
Precision of SA-evolved BN.
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