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Abstract

The aim of this paper is to present a methodological concept in business research that has the potential to become one of the most powerful methods in the upcoming years when it comes to research qualitative phenomena in business and society. It presents a selection of algorithms as well elaborates on potential use cases for a text mining based approach to qualitative data analysis.
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Introduction

In recent years, the amount of qualitative data growth exponentially. E-mail, posts, tweets and all another sort of textual data gets created every day. To analyze this amount of data gets more and more interesting for research but also for business. Especially in marketing but also leadership and the behavioral sciences is the concept of text mining evolving.

In this paper, the researcher aims to give an indication of what is nowadays possible and how textual data could be brought into a useful form both for business as well as for research. One recent application of this type of concept is digital marketing. By using text analytics and in specific support vector machines, the marketer can get an overview of sentiments and know how potential leads react on an online marketing campaign by analyzing the comments on the posts [1].

The core concept of text mining is based on counting works in a given text corpus. The occurrence of words and combination of words gets in the following analyzed by using certain algorithms [2]. This method of text mining is an interdisciplinary field and combines techniques from statistics, linguistics, data mining and information technology [2,3]. The following paper will discuss certain methods that could be used to trace information from a textual corpus and it will sort these techniques and algorithms into groups.

Discussion of Method

The base is always the text itself and the techniques used to extract the information out of the text. The reason why this is necessary is because the vast amount of textual data makes it impossible for a researcher or manager to read all this information [2]. And even if this would be possible, it would take so long that the information from the first text would get lost on the way. Because of this, the information that is contained in the text will be extracted and put into a form that can be analyzed by machines.

The first step that needs to be done for this is tokenization. That means that the text is split into single words. At this stage, there are different possibilities that can be done based on the further analysis. The words can be combined to n-grams that mean that words which are used together will be linked since they might contain a certain sense [4]. They can also be traced down to their word-stem. This stemming makes it possible to combine sentences in different tenses without having them in different grammatical forms [5]. Another step that usually needs to be taken is that stop and small words need to be deleted since they do not contain relevant information of the text and do not need to be analyzed by the machine. The result of this text mining steps is a table of words that summarize the core information of the text (Table 1).

How to Make Sense of the Words

After splitting the text up into the words, this list of words or n-grams needs to be analyzed to filter out the main meaning of the text. Therefore, different machine learning and clustering algorithms can be used. Generally, the algorithms can be split into supervised and unsupervised learning. Supervised means that the algorithm gets first trained on a pre-labeled set of data [4]. The goal is then to sort the rest of the data set into the predefined clusters by finding similarities in the data set [6,7]. These sort of algorithms can also be applied to different kind of datasets, however, in this case, we want to focus on the application with textual data. Unsupervised means in this case that there are not predefined clusters and the algorithms sort the data into clusters by which each cluster contains the samples that show the greatest similarities. This family of algorithms gets more used when it comes to an explorative approach. This could be for example if a company collects information about the leadership style and the main aspects of it should be analyzed. The algorithm would then present the groups of textual statements that are most similar. With this approach, the management would know what the respondents (those who give the statements) think about the leadership. A list of groups of algorithms can be found in the appendix of this paper.

One application of text mining in research is the field of leadership and corporate culture. Since this field is really soft and not well measurable, text mining creates a great opportunity to analyze qualitative statements about the leadership style within an organization [8]. Traditionally cultural research focus on countries and uses questionnaires to get the relevant data [9,10]. The need for a flexible and company centered approach leads to the search for new methods in this research discipline. The author of this appears applied this method recently on the data of 50 organizations to analyze the impact of different leadership approaches have on M&A transactions. Here for, qualitative statements from employees were collected in which
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and the analysis steps can be automated, it is possible to analyze changes on a regular base. Since the data does not need to be collected artificially, text analysis takes qualitative research one step closer to the sort of analysis that is carried out in the real world. This means that analyzing this corpus of real-world data is a more realistic reflection of the reality in the real world. This means that analyzing this corpus of real-world data is a more realistic reflection of the reality in the real world.

The findings of this step needed to be tested on whether there is a significant relationship between the defined role models of culture and the M&A transactions. The role models produced in this project were that if corporate culture had a significant impact on the creation of successful M&A transactions. Furthermore, the role models produced regression models with R² of over 40% [11].

The biggest advantage of text mining is that it can be used to analyze actual existing data without designing a special survey that needs to be sent out and where a minimum number of responses needs to be collected. In contrast, most textual data in organizations but also in our daily life gets produced with a different purpose. This means that it reflects much more the reality and is less biased than a specially designed survey. Surveys are generally quite expensive and specially designed for one particular purpose. Furthermore, the respondents get influenced by the person who asks the questionnaire and does not necessarily know directly what to answer. Many studies rely therefore on low data quality which makes the studies less reliable. Now when it comes to the text mining approach, no new data needs to be produced. The method aims to analyze the existing data that was produced along another purpose in the real world. This means that analyzing this corpus of real-world produced data would present a much more realistic picture of the reality since it is not artificially produced just for the research purpose. With this, text analysis takes qualitative research one step closer to the sort of research that is done till now in data-heavy disciplines like finance but also in other disciplines where measurement of phenomena is usual.

This approach creates, in addition, the possibility to run such analysis on a regular base. Since the data does not need to be collected and the analysis steps can be automated, it is possible to analyze changes in the perceived corporate culture or leadership style. This might help researchers but also decision makers to better understand this complex field of leadership and management. Having this two main arguments in mind, there can be seen more and more applications of text analytics in the business field.
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<table>
<thead>
<tr>
<th>Name</th>
<th>Group</th>
<th>Type</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-Means, fuzzy-c-means</td>
<td>Clustering</td>
<td>Unsupervised</td>
<td>Discovering structure</td>
</tr>
<tr>
<td>One-class-SVM, PCA</td>
<td>Anomaly detection</td>
<td>Unsupervised</td>
<td>Finding unusual data points</td>
</tr>
<tr>
<td>Mult. Linear regression, Mult. A neural network, Mult. Decision jungle, Mult decision tree, One-v-all multiclass</td>
<td>Multi-class classification</td>
<td>Supervised</td>
<td>Predicting multiple categories</td>
</tr>
<tr>
<td>Two-class-SVM, Two-class average, perception, Two class log. Regression, Two-class Bayes classifier</td>
<td>Two class classification</td>
<td>Supervised</td>
<td>Predicting two categories</td>
</tr>
<tr>
<td>Various models</td>
<td>Regression</td>
<td>Regression</td>
<td>Predicting values</td>
</tr>
</tbody>
</table>

**Table 1:** Types of machine learning algorithms.