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Abstract
Let \( G=g_1, \ldots, g_n \) be an \( n \)-dimensional Chebyshev sub-space of \( C[a, b] \) such that \( 1 \notin G \) and \( U=\{u_0, u_1, \ldots, u_n\} \) be an \((n+1)\)-dimensional subspace of \( C[a, b] \) where \( u_0=1, u_i=g_i, i=1, \ldots, n \). Under certain restriction on \( G \), we proved that \( U \) is a Chebyshev subspace if and only if it is a Weak Chebyshev subspace. In addition, some other related results are established.
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Introduction
The finite set of functions \( \{g_1, \ldots, g_n\} \) and \( C[a, b] \) is called a Chebyshev system on \([a, b]\) if it is linearly independent and \( D_g(x) \neq 0, x \in [a, b] \) for all \( \{x_j\}_{j=1}^n \) such that \( a \leq x_1 < x_2 < \ldots < x_n \leq b \) and the \( n \)-dimensional subspace \( G=g_1, \ldots, g_n \) of \( C[a, b] \) will be called a Chebyshev subspace \([1-4]\). Using the continuity of the determinant, it can be shown that the sign of the determinant is constant \([5]\), so we will assume that the sign of the determinant is always positive throughout this paper (replace \( g_1 \) by \(-g_1\) if necessary). And the finite set of functions \( \{g_1, \ldots, g_n\} \) and \( C[a, b] \) is called a Weak Chebyshev system on \([a, b]\) if it is linearly independent and \( D_g(x) \neq 0, x \in [a, b] \) for all \( \{x_j\}_{j=1}^n \) such that \( a \leq x_1 < x_2 < \ldots < x_n \leq b \) and the \( n \)-dimensional subspace \( G=g_1, \ldots, g_n \) of \( C[a, b] \) will be called a weak Chebyshev subspace, \( C[a, b] \) is the space of all real-valued continuous functions. Extending an \( n \)-dimensional Chebyshev subspace which does not contain a constant function to an \((n+1)\)-dimensional Chebyshev subspace containing a constant function was investigated \([4]\). In what follows is the statement of the problem considered in this paper: Let \( G=g_1, \ldots, g_n \) be a Chebyshev subspace of \( C[a, b] \) such that \( 1 \notin G \) and \( U=\{u_0, u_1, \ldots, u_n\} \) be an \((n+1)\)-dimensional subspace of \( C[a, b] \) where \( u_0=1, u_i=g_i, i=1, \ldots, n \) \([6-8]\). Our main purpose is to prove that, under certain restriction on \( G \), \( U \) is a Chebyshev subspace of \( C[a, b] \) if and only if it is a Weak Chebyshev subspace of \( C[a, b] \). An example illustrating that the preceding assertion is not true in general is presented and some related results are given at the end of the last section.

Preliminary
We start this section by the following well known theorem \([3,5]\).

Theorem
For an \( n \)-dimensional subspace \( G \) of \( C[a, b] \), the following statements are equivalent.

(i) \( G \) is a Chebyshev subspace.
(ii) Every nontrivial function \( g \in G \) has at most \( n-1 \) distinct zeros in \([a, b]\).
(iii) For all points \( a=t_0 \leq t_1 < \ldots < t_n=b \), there exists a function \( g \in G \) such that \( g(t)=0, t \in [t_{i-1}, t_i] \).
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C[a, b] such that 1 ∉ U and \(U = \{u_0, u_1, \ldots, u_n\}\) be an \((n+1)\)-dimensional subspace of \([a, b]\) where \(a_0 = 1, u_i = g_i, i = 1, \ldots, n\). If there are two nontrivial functions \(h, k \in U\) and a set of \(n\) points \(\{x_i\}_{i=1}^{n+1}\) with
\[
a \leq x_1 < x_2 < \ldots < x_n \leq b
\]
such that
\[
h(x_i) = k(x_i) = 0, \quad i = 1, \ldots, n,
\]
then there is a nonzero constant \(\lambda\) such that \(h(x) = \lambda k(x)\) for every \(x \in [a, b]\).

**Proof:** Write \(h = a_0 + \sum a_i g_i\), if \(a_0 = 0\) then \(h \in G\) and from theorem (1)
\[
h(x) = 0 \quad \text{for every} \quad x \in [a, b], \quad \text{so} \quad a_i \neq 0 \quad \text{then} \quad h(x) = 0, i = 1, \ldots, n,
\]
where
\[
\vec{h} = \frac{1}{a_0} h + \sum a_i g_i = \vec{k},
\]
Similarly, if \(\vec{K} = b_0 + \sum b_i g_i\), then \(b_0 \neq 0\) and \(\vec{K}(x) = 0, i = 1, \ldots, n\), where
\[
\vec{K} = \frac{1}{b_0} \vec{k} = 1 + \sum b_i g_i.
\]
Now let \(f = \vec{h} - \vec{K}\), then \(f\) is an element of the \((n+1)\)-dimensional Chebyshev subspace \(G\) with \(f(x) = 0, i = 1, \ldots, n\), so \(f = \vec{a} = \frac{a}{a_0}\) and \(\vec{h} = \vec{K}\), taking \(\lambda = \frac{a_0}{b_0}\), we have \(\lambda \neq 0\) and \(h(x) = \lambda k(x)\) for every \(x \in [a, b]\).

**Assumption A:** We say that the subspace \(G\) of \([a, b]\) satisfies Assumption A if for each \(f \in G\) such that \(f(x) = f(y)\) for some \(x, y \in [a, b]\) with \(x < y\) there is an appoint \(z, x < z < y\) such that \(f(z) \neq f(x)\).

**Lemma**

Let \(G = (g_1, \ldots, g_n)\) be an \(n\)-dimensional Chebyshev subspace of \([a, b]\) such that \(1 \notin G\) and \(U = (u_0, u_1, \ldots, u_n)\) be an \((n+1)\)-dimensional subspace of \([a, b]\) where \(u_0 = 1, u_i = g_i, i = 1, \ldots, n\). If \(G\) satisfies Assumption A, then the zeros of each nontrivial function \(h \in U\) are separated and essential.

**Proof:** Let \(h\) be a nontrivial element of \(U\) such that \(h(x) = h(y) = 0\) for some \(x, y\) with \(a \leq x < y \leq b\). If \(h \in G\), then \(n \leq 3\), for otherwise \(h \equiv 0\), and since \(G\) is an \(n\)-dimensional Chebyshev subspace of \([a, b]\), there is a point \(z \in (x, y)\) such that \(h(z) \neq 0\). If \(h \notin G\), then \(h = \alpha + g\), where \(\alpha \neq 0\) and \(g \equiv 0\), but \(G\) satisfies Assumption A, so there is a point \(z \in (x, y)\) such that \(g(z) \neq 0\) and \(h(z) = \alpha = 0\), this shows that the zeros of \(h\) are separated. For the second part of the assertion of the lemma, it is clear that each zero of any nontrivial element of \(U\) is an essential zero, that is because \(1 \notin U\).

**Remark 1:** Note that if \(1 \notin U\) and \(0 \notin F \cup U, f(x) = 0\), then since \(G\) is a Chebyshev space, \(x\) is an essential zero. Indeed, there is an element \(g \in G\) such that \(g(x) \neq 0\).

**Theorem**

Let \(G = (g_1, \ldots, g_n)\) be an \(n\)-dimensional Chebyshev subspace of \([a, b]\) such that \(1 \notin G\) and \(U = (u_0, u_1, \ldots, u_n)\) be an \((n+1)\)-dimensional subspace of \([a, b]\) where \(u_0 = 1, u_i = g_i, i = 1, \ldots, n\). If \(G\) satisfies Assumption A, then \(U\) is a Chebyshev subspace of \([a, b]\) if and only if it is a Weak Chebyshev subspace of \([a, b]\).

**Proof:** One direction is trivial.

For the other direction, suppose \(U = (u_0, u_1, \ldots, u_n)\) is an \((n+1)\)-dimensional Weak Chebyshev subspace of \([a, b]\) where \(u_0 = 1, u_i = g_i, i = 1, \ldots, n\) and \(G = (g_1, \ldots, g_n)\) is an \(n\)-dimensional Chebyshev subspace of \([a, b]\) satisfying Assumption A. Let \(\hat{u}\) be a nontrivial element of \(U\) such that
\[
\vec{h}(x_1) = 0, \ldots, \vec{h}(x_d) = 0,
\]
\[
a \leq x_1 < x_2 < \ldots < x_d \leq b,
\]
If \(d = n+1\), then by lemma (2) together with theorem (2) we must have \(\forall \in [a, b]\), so \(d \geq n+1\), if \(d \leq n\), then is nothing to prove, so to this end, we will assume that \(d = n+1\) and
\[
\vec{h}(x_1) = 0, \quad i = 1, \ldots, n+1,
\]
\[
a \leq x_1 < \ldots < x_n \leq b,
\]
again from lemma (2) and theorem (2) we must have \(a = x_0\) or \(x_{n+1} = b\) and \(h(x) \neq 0\) for all \(x \in [a, b] \setminus \{x_i\}_{i=1}^{n+1}\). Writing \(\hat{u} = d_i x_0 + \sum x_i g_i\), then \(d_0 \neq 0\) that is because \(G\) is an \(n\)-dimensional Chebyshev subspace of \([a, b]\).

Taking \(u = \frac{1}{d_0} h\), then
\[
\frac{u(1) + \cdots + u(n)}{n+1} = \frac{1}{n+1} \sum_{i=0}^{n+1} \alpha_i g_i, \quad \text{where} \quad \alpha_i = \frac{\vec{a}}{a_0}, i = 1, \ldots, n+1
\]
\[
u(x) = 0, \quad i = 1, \ldots, n+1,
\]
and
\[
u(x) = 0, \quad x \in [a, b] \setminus \{x_i\}_{i=1}^{n+1}
\]
The rest of the proof is divided into several cases.

**Case A:** \(a = x_0\) and \(x_{n+1} = b\).

Since \(G\) is an \(n\)-dimensional Chebyshev subspace of \([a, b]\), then for any point \(q \in (x_0, b)\) there is a function \(g = \sum_{i=1}^{n+1} \beta_i g_{i0} \in G\) such that \(g(x_0) = 1, \ldots, g(x_{n+1}) = 1\), where \(y_{n+1} = x_0, \ldots, x_n, y_n, y_{n+1}\). Taking\n\[
v = 1 - g = 1 - \sum_{i=1}^{n+1} \beta_i g_i,
\]
Then \(v\) is a nontrivial element of \(U\) with \(v(y_i) = 0, i = 1, \ldots, n+1\), \(a = y_1 < \ldots < y_n < b\), and if there is a point \(t \in [a, b] \setminus \{x_i\}_{i=1}^{n+1}\) such that \(v(t) = 0\), then by theorem (2) we must have \(t = b\), hence \(u\) and \(v\) are two dimensional elements of \(U\) such that
\[
u(x_{n+1}) = v(x_{n+1}) = 0,
\]
\[
u(x_1) = v(x_1) = 0, \quad i = 1, \ldots, n+1
\]
And by lemma (1) there is a non-zero constant \(\lambda\) such that \(u = \lambda v\), this implies that
\[
u(t) = 0, \quad i = 1, \ldots, n+2\]
Where \(t_i = x_i, i = 1, \ldots, n, t_{n+1} = y_n\).

And \(t_{n+1} = x_0 + b\).

This means that \(u\) has at least \(n+2\) separated zeros in \([a, b]\), which implies that \(u = v \equiv 0\) contradicting the fact \(u\) and \(v\) are nontrivial elements of \(U\), hence \(v(x) = 0, \quad x \in [a, b] \setminus \{x_i\}_{i=1}^{n+1}\). It is clear that
u(x) ≠ 0, x ∈ (x₁, b), u(x)=u(b)=0

and

v(yₖ)=0, yₖ ∈ (x₁, b), v(t)=0 for all t ∈ [xₙ, b]\{yₙ\},

and if x ∈ [xₙ, yₙ], y ∈ (yₙ, b) then sign v(x)=−sign v(y), subsequently, we treat four different subcases.

**Case A1:** u(x) < 0 for all x ∈ (xₙ, b) and v(x) > 0 for all x ∈ [xₙ, yₙ],
then v(x) < 0 for all x ∈ (yₙ, b), taking w=u−v, we have
w(xₙ)=−v(xₙ) < 0 and w(yₙ)=u(yₙ) > 0

by the continuity of w, there is a point s ∈ (xₙ, yₙ) such that w(s)=0, hence we have:

w(z_i)=0, i=1, ..., n, where zₙ=xₙ, 1=1, ..., n-1 and z_n=s.

But w belongs to the n-dimensional Chebyshev subspace G of C [a,b]. Hence w ≡ 0 and it follows that u=v and u(t)=0, i=1, ..., n+2

Where

tₙ=xₙ, 1=1, ..., n,

tₙ₊₁=yₙ and tₙ₊₂=xₙ₊₁=b

so u must be identically zero.

**Case A2:** u(x) > 0 for all x ∈ (xₙ, b) and v(x) < 0 for all x ∈ [xₙ, yₙ],
then v(x) > 0 for all x ∈ (yₙ, b), again taking w=u−v, we have
w(yₙ)=u(yₙ) > 0 and w(yₙ)=v(yₙ) < 0,

and there is a point s ∈ (yₙ, b), such that w(s)=0, so w has at least n distinct zeros in [a,b]. A similar argument as in case A1 shows that u must be identically zero.

**Case A3:** u(x) < 0 for all x ∈ (xₙ, b) and v(x) < 0 for all x ∈ [xₙ, yₙ],
then v(x) > 0 for all x ∈ (xₙ, yₙ), taking w=u−v, we have
w(yₙ)=−v(yₙ) > 0 and w(yₙ)=u(yₙ) < 0,

and continuing exactly as in case A1, we conclude that u must be identically zero.

**Case A4:** u(x) > 0 for all x ∈ (xₙ, b) and v(x) > 0 for all x ∈ [xₙ, yₙ],
then v(x) < 0 for all x ∈ (xₙ, yₙ), taking w=u−v, we have
w(yₙ)=u(yₙ) < 0 and w(yₙ)=v(yₙ) > 0

and an argument similar to that of case A2 shows be identically zero.

**Case B:** a<xₙ and xₙ₊₁=b

As in case A, for any q ∈ (xₙ, b) there is a function g = ∑ᵢ₌₁ⁿ βᵢgᵢ ∈ G

Such that g(y)=1, i=1, ..., n, where

yₙ=xₙ, 1=1, ..., n-1 and yₙ₊₁=q

Taking v=1−g=1−∑ᵢ₌₁ⁿ βᵢgᵢ,

Then v is a nontrivial element of U with v(yₙ)=0, i=1, ..., n,

a<yₙ<...<yₙ₊₁<b

and if there is a point t ∈ [a,b]\{yₙ₊₁\} such that v(t)=0, then by theorem (2) we must have t=b or t=a.

If t=b, then u and v are two nontrivial elements of U such that
U(xₙ₊₁)=v(xₙ₊₁)=0,

u(xₙ₊₁)=v(xₙ₊₁)=0, i=1, ..., n-1

and by lemma 1 there is a nonzero constant λ such that u=λ v, this implies that

u(t)=0, i=1, ..., n+2

where t=x₁, i=1, ..., n,

tₙ₊₁=yₙ and tₙ₊₂=xₙ₊₁=b

so u has at least n+2 separated zeros in [a,b] which implies that u=v ≡ 0 and this is a contradiction.

so t≠b and the situation becomes exactly as in case A, proceedings as in case A we conclude that u must be identically zero.

**Case C:** a=xₙ and xₙ₊₁<b

The proof of this case requires that n ≥ 2 and the proof for n=1 will be given in remark (2).

Now, for any point p ∈ (a,x₁) there is a function g = ∑ᵢ₌₁ⁿ βᵢgᵢ ∈ G such that

G(yₙ)=1, i=1, ..., n,

Where y₁=p and yₙ₊₁=xₙ, i=3, ..., n+1.

Taking

v=1−g=1−∑ᵢ₌₁ⁿ βᵢgᵢ,

Then v is a nontrivial element of U with

v(yₙ)=0, i=1, ..., n,

a<y₉<...<yₙ<b

and if there is a point t ∈ [a,b]\{yₙ₊₁\} such that v(t)=0, then by theorem (2) we must have t=a or t=b.

If t=a, then u and v are two nontrivial elements of U such that
U(xₙ₊₁)=v(xₙ₊₁)=0, u(xₙ₊₁)=0, i=3, ..., n+1.

A similar argument to the other cases leads to a contradiction.

So t≠a and on the interval [a,xₙ] we have

u(a)=u(xₙ)=0, u(xₙ)≠0, x ∈ (a,xₙ)

and

v(yₙ)=0, yₙ ∈ (a,xₙ), v(t)≠0 for every t ∈ [a,xₙ]\{yₙ\}.

If x ∈ [a,yₙ), y ∈ (yₙ,xₙ] then sign v(x)=−sign v(y), and as in the other cases we are presented with four different subcases. In each case, a similar argument to that of the cases in A can be used to show that the function u−v in G has at least n zeros which leads to the conclusion that u must be identically zero. Hence U is a Chebyshev subspace of C [a,b].

**Remark 2:** The following is the proof for theorem (3) when n=1 which is somehow more direct:
Suppose \( g \) is a non-constant continuous function on \([a, b]\) such that \( G=\{g\} \) is a Chebyshev subspace of \( C[a, b] \) of dimension 1 satisfying Assumption A and \( U=\{1, g\} \) is a subspace of \( C[a, b] \) of dimension 2. If \( U \) is not a Chebyshev subspace, then there is a non-trivial element \( u=\alpha + \beta g \) of \( U \) such that \( u(x_1)=u(x_2)=0 \) where \( a \leq x_1 < x_2 \leq b \), clearly \( \alpha \neq 0 \) and \( \beta \neq 0 \), so \( g(x_1) = g(x_2) = 0 \).

By lemma (2) there is a point \( y \), \( x_1 < y < x_2 \) such that \( g(y) \neq 0 \). Taking \( x_1=z_1, y_1=z_2 \) and \( x_2=z_3 \), then

\[
\begin{align*}
D \begin{bmatrix} 1 & 0 \\ z_1 & z_2 \\ \end{bmatrix} &= \begin{bmatrix} 1 & 1 \\ c & d \\ \end{bmatrix} = d-c \neq 0 \\
\text{And} \\
D \begin{bmatrix} 1 & 0 \\ z_2 & z_3 \\ \end{bmatrix} &= c-d \neq 0,
\end{align*}
\]

Hence

\[
\text{sign} \ D \begin{bmatrix} 1 & 0 \\ z_1 & z_2 \\ \end{bmatrix} = -\text{sign} \ D \begin{bmatrix} 1 & 0 \\ z_2 & z_3 \\ \end{bmatrix}.
\]

This shows that \( U \) is not a weak Chebyshev subspace and the theorem is proved.

The following example illustrates that theorem (3) is not true in general.

Example 1

Let

\[
g(x)= \begin{cases} 1 & 0 \leq x \leq 1 \\ x & 1 < x \leq 2 \end{cases}
\]

\( G=\{g\} \) is a Chebyshev Subspace of \( C[0, 2] \) of dimension 1, if \( U=(1, g) \) and \( x_1 < x_2 \), then

\[
D \begin{bmatrix} 1 & 0 \\ x_1 & x_2 \\ \end{bmatrix} = 0 \text{ if } x_1 \in [0, 1]
\]

And

\[
D \begin{bmatrix} 1 & 0 \\ x_1 & x_2 \\ \end{bmatrix} > 0 \text{ if } x_1 \in (1, 2]
\]

That is \( U \) is a 2-dimensional weak Chebyshev Subspace of \( C[0, 2] \) but not a Chebyshev Subspace.

If \( H \) is an \( n \)-dimensional subspace of \( C[a, b] \), then it is possible that \( H \) is a Chebyshev subspace on one of the intervals \( (a, b) \) or \( [a, b) \) but not on the closed interval \([a, b])\) as illustrated in the following example.

Example 2

Let \( H=(\sin x, \cos x) \), it can be easily checked that \( H \) is a Chebyshev subspace of dimension 2 on each of the intervals \((0, \pi])\) and \((0, \pi)\).

In next result we give a necessary and sufficient condition for an \( n \)-dimensional Chebyshev \( H \) on \((a, b) \) or \([a, b]) \) to be a Chebyshev subspace on the closed interval \([a, b]) \).

Theorem

Let \( H \) be an \( n \)-dimensional subspace of \( C[a, b] \) such that \( H \) is a Chebyshev subspace on \((a, b) \) or \([a, b]) \), then \( H \) is a Chebyshev subspace on \([a, b]) \) if and only if each function \( h_i \), \( i=1, \ldots, n \) can have at most \( n-1 \) distinct zeros on \([a, b]) \) whenever \( H\{h_1, \ldots, h_n\} \).