Predicting Student Academic Performance in KSA using Data Mining Techniques
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Abstract

The main objective of higher education institutions is to provide quality education to its students. One way to achieve highest level of quality is to identify factors affecting academic performance and then trying to resolve weakness of these factors. The specific objective of the proposed research work is to find out if there are any patterns in the available data (student and courses records) that could be useful for predicting students’ performance. The study presents a sample of 150 students collected from Najran University students in Saudi Arabia. The data was captured and arranged with the use of statistical package for social sciences (SPSS) and data mining tool (clementine). Developing an accurate student’s performance prediction model is challenging task. Data mining based model were used to identify which of the known factors can give an early indicator of expected performance. This paper employs both feature reduction and classification technique to reduce error rate. The experimental results reveal significant relationships between including both practical work and assignments in course and its success rate. But, on the other hand the number of given assignment has a negative impact on course academic performance. In context of factors affect student academic performance, the most affecting factor is student attendance in class in addition to final exam and mid exam grades.

Keywords: Academic performance; Prediction; Decision tree; Educational data mining

Introduction

Student's academic performance affected by many factors, like personal, socio-economic and other environmental variable [1]. Knowledge about these factors and their effect on student performance can help managing their effect. Recently, much attention has been paid to educational mining research. Educational Data Mining refers to techniques, tools, and research designed for automatically extracting meaning from large repositories of data generated by or related to people learning activities in educational environment [2]. Predicting student's performance becomes more challenging due to the large volume of data in educational databases [3]. The topic of explanation and prediction of academic performance is widely researched. The ability to predict student performance is very important in educational environments. Increasing student success is a long term goal in all academic institutions. If educational institutions can predict students' academic performance early before their final examination, then extra effort can be taken to arrange proper support for the low performing students to improve their studies and help them to success [3]. On the other hand, identifying attributes that affect course success rate can assist in courses improvement. Newly developed web-based educational technologies and the application of quality standard offer researchers' unique opportunities to study how students learn and what approaches to learning lead to success. The main objective of the paper is to identify both factors that affect courses success rate and student success rate then using these factors as early predictor to expected success rate and handling their weakness.

The subsequence sections are organized as follows: section II contains what had been done in the area of educational mining. Section III describes the proposed predictive model and used data set. Then the following sections highlight analysis and results. Finally, conclusion is presented.

Data Mining Techniques

Data mining is a computational method of processing data which is successfully applied in many areas that aim to obtain useful knowledge from the data [4]. Data mining techniques are used to build a model to identify new knowledge information [5]. There are several major data mining techniques have been developed and used including association, classification, clustering, prediction, sequential patterns and decision tree. The following is the description of main techniques used in the area.

Classification

Classification is a classic data mining technique based on machine learning. Basically, classification is used to classify each item in a set of data into one of a predefined set of classes or groups. Classification method makes use of mathematical techniques such as decision trees, linear programming, neural network and statistics. In classification, we develop the software that can learn how to classify the data items into separate groups [6].

Clustering

Clustering is a data mining technique that makes a meaningful or useful cluster of objects which have similar characteristics using the automatic technique. The clustering technique defines the classes and puts objects in each class, while in the classification techniques, objects are assigned into predefined classes. To make the concept clearer, we can take book management in the library as an example. By using the clustering technique, we can keep books that have some kinds of similarities in one cluster [6].
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Association

Association is one of the best-known data mining techniques. In association, a pattern is discovered based on a relationship between items in the same transaction. That's the reason why association technique is also known as relation technique [6].

Often two or more techniques are combined together to form an appropriate process that meets the business needs. Researchers used various classification methods in their studies to predict students' academic performance, such as decision trees, classification and regression trees, logistic regression, bayesian classification, support vector machine, neural network. Among these, decision trees gain popularity in predicting students' performance [2]. A decision tree is a tree in which each branch node represents a choice between a number of alternatives, and each leaf node represents a decision. Decision tree starts with a root node on which it is for users to take actions. From this node, users split each node recursively according to decision tree learning algorithm (e.g. ID3, C4.5 etc.). The final result is a tree in which each branch represents a possible scenario of decision and its outcome. Among the decision tree algorithms C4.5 gains popularity in terms of its higher performance in Classification accuracy [7].

Related Work

A number of studies addressed the analysis of educational data to get useful information that affect learning quality. Baker and Yacef [8] summarized the goals of educational data mining in to: Predicting student's future learning behaviour, discovering or improving domain models, studying the effects of educational support and advancing scientific knowledge about learning and learners.

The implementation of data mining methods and tools for analysing data available at educational institutions, defined as Educational Data Mining (EDM) [9] is a relatively new stream in the data mining research. Extensive literature reviews of the EDM research field are provided by Romero and Ventura [9], covering the research done in the area between 1995 and 2005, and by Nithya [2], for the period after 2005. It is remarkable that most often attracting the attention of researchers and becoming the reasons for applying data mining at higher education institutions are focused mainly on retention of students, improving institutional effectiveness and enrolment management.

Classification techniques were used for education data modelling. There is an increase in their application within the last six years [10]. Researchers prefer to apply a single technique in their studies on student evaluations. Mustafa A [11] research in educational mining focuses on modelling student's performance instead of instructors' performance. One of the common tools to evaluate instructors' performance is the course evaluation questionnaire to evaluate based on students' Level, study field and success rate) for student also 7Attributes were selected and recorded. Attributes selection done based on their ability to figure out factors influenced student success. They focused on parents' occupation and school type. Their obtained results from hypothesis testing reveals that type of school is not influence student performance and parents' occupation plays a major role in predicting grades [12]. The ability to predict students' mark could be useful in a great number of different ways associated with university-level learning. Farhana et al. [3] proposed a predictive model aimed to investigate if first semester performance is the most informative for their first year performance.

Agathe and Kalinain [13] discussed how to use data mining algorithms to help discovering relevant knowledge contained in databases obtained from Web-based educational systems. These findings can be used both to help teachers with managing their class, understand their students' learning and reflect on their teaching and to support learner reflection and provide proactive feedback to learners. An attempt was made by Minaei et al. To presents an approach to classifying students in order to predict their final grade based on features extracted from logged data in an education web-based system [14]. Their method provides considerable usefulness in identifying students at risk early, especially in very large classes. Zekić-Sušac et al. created a model for predicting students' performance using neural networks and classification trees decision-making, and with the analysis of factors which influence Students' success [15]. From the above studies, we concluded that the student performance could depend on different factors such as demographic, academic, socio-economic and other environmental factors. It was also learnt that the variation in the predictive accuracy could be correlated with the nature of student dataset and data size. The following section describes suggested predictive model and experiments.

Course Predictive Model

The work is divided into two parts: first part related to identifying factors that affect course success rate, second part related to finding out predictors of student performance. Predictive model consists of two main phases:

Data collection and preparation phase

The data set used in this study was obtained from community college, computer science and business administration department at Najran University. Available data contains total of 108 Records represent courses taught in a period of two semesters and 150 Records taken from student results for academic year 2014-2015 and 2015- 2016. For each course 12 attributes were selected including (Course id, Credit hours, Practical work (if any), Assignments, number of assignments, number of Mid exams if any, Number of final exam questions, Education type, Level, study field and success rate) for student also 7Attributes were selected and recorded. Attributes selection done based on their ability to provide acceptable predictability. The domain values for some of the selected variables were defined for the present investigation to facilitate analysis process. Table 1 below provide list of attributes and their domains. Table 2 show part of courses and students datasets used for analysis.

Correlation is done between course and student attributes separately to find out the feature/s which has the obvious effect on success rate. For course features the correlation results reveals that there is a relation between practical sessions, assignments and success rate. That mean if course contains practical part success rate will be better from courses depends on theoretical part only also, courses contains assignments has better success rate than other courses. On the other hand, number of assignments has a negative correlation with will According to student correlation result we find that most attribute correlated to success...
rate is exam marks then mid grades, attendance, lab work then finally
student performance in assignments. Tables 3 and 4 bellow show part
of correlation results.

Data analysis phase
Our analysis is divided into two main steps. The first step is to
determine the suitable mining technique to build the predictive models
both classification and clustering in addition to feature selection
techniques is suggested. For classification we benefit from previous
studies findings. C5.4 algorithm was selected for classification and two-
step clustering technique selected for clustering phase. The reason of
selecting two-steps is its ability to divide data based on similarity without
need to determining number of required clusters. This algorithm in
addition to feature selection algorithm used to grantee proper attributes
selection. The second step is applying the selected techniques on data
then results are recorded. Both student and course data are divided into
training and testing sets. Training set is labeled according to success
rate. Two classes were suggested high and low. Figure 1 shows steps of
course and student prediction model.

As mentioned total number of records fed to classifier is 108 course
records and 150 student record. Records are randomly split into two
sets, a training set and a testing set. The training set used to create the
mining model. The testing set used to check model accuracy. Training
data represents 40% of total data/records. Results are listed in the
following section.

Results and Discussion
For predicting course success rate courses records fed firstly to
both two-step clustering algorithm and feature selection algorithm. Feature selection technique ranked the given attributes/features based on stored data and output the most important features with their ranks descending. For courses 7 features were ranked based on their importance and 5 features were taken as neutral based on their values. For student data 6 features were ranked as important and 1 as unimportant and 1 as neutral. It is important to note feature selection algorithm assign important if the rank is near or equal to 1 is this is not the case it labeled as unimportant. Figure 2 shows ranking results.
Clustering was done by applying the selected algorithm on dataset. The algorithm classifying data successfully in to two clusters by using the above features that confirms the suitability of selected attributes for prediction purpose. For supervised classification data were labeled according to success rate to either high or low. If course success rate is bigger than 65% then it labeled as high and if less that that labeled as low. Data are further fed to C5.4 classifier to find out which of selected attributes can be used as predictor to success rate. The previous steps are repeated for student success rate prediction. Learned rules show the existence of strong relation between practical work and success rate of courses and between student attendance and student success rate. Tables 5 and 6 shows rules reached from classification process. Prediction accuracy is estimated by used mining algorithm equal to 100% for both student success rate prediction and course prediction. Figure 3 below shows some of the prediction rules learned from classification algorithm.

\[
\text{Accuracy} = \text{acc} = 100%
\]
\[
\text{Probability of false alarm} = \text{pf} = 0%
\]
\[
\text{Probability of detection} = \text{pd} = \text{recall} = \frac{474}{474} = 1
\]
\[
\text{Precision} = \text{prec} = \frac{474}{474} = 1
\]
\[
\text{Accuracy} = \text{acc} = 100%
\]
\[
\text{Probability of false alarm} = \text{pf} = 0%
\]
\[
\text{Probability of detection} = \text{pd} = \text{recall} = \frac{474}{474} = 1
\]
\[
\text{Precision} = \text{prec} = \frac{474}{474} = 1
\]

**Conclusion**

The main objective of the study is the identification of highly influencing predictive variables on both the course and student performance and to reveal the high potential of data mining applications for university management, referring to the optimal usage of data mining methods and techniques to deeply analyse the collected historical data. Data mining techniques are widely used for extracting previously unknown patterns and finding relationship between different features. In this paper, a simple data mining based prediction model were presented. Model employs both classification and clustering techniques to identify features affecting student performance in selected course/s in order to assist academic stakeholders to improve academic performance which is the main goal of study.
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