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#### Abstract

Using data from the Praça Mauá meteorological station located on Rio de Janeiro (Latitude: -22.88, Longitude: -43.18 , Altitude: 11.10 m ), twelve histograms and normal probability plots were obtained utilizing all available historical data for each month, between the years of 1961 and 2013. The normality of the distributions was evaluated using the Shapiro-Wilk test. From these results a profile for each month's and season's distribution patterns was obtained. This, in turn, may complement the current understanding of the intense rain events approached in other studies using the method of searching for intensity, duration and frequency curves (IDF) for the city of Rio de Janeiro, especially for the cases of urban infrastructure planning associated with hydrological and hydraulic dimensioning studies. Gaussian-like distributions were observed for all seasons separately, and for the months of May, October, November and December individually. Spearman and Pearson tests showed positive correlations, in some cases, between total precipitations for each season throughout the historical series.
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## Introduction

## Precipitation and natural disasters in Brazil

According to the Emergency Disasters Database [1], floods are one of the major recurrent types of natural disasters in Brazil throughout the years of 1900 to 2013, and comprise the bottom half of the ten natural disasters that affected most people, as well as six out of the top ten disasters sorted by numbers of killed and by economic damage costs.

The city of Rio de Janeiro is often affected by such types of situations. A natural disaster occurs whenever natural phenomena of great intensity have impact over an area, or a populated region, and may or may not be aggravated by anthropic activities [2]. Recent examples include two disasters in the years of 2010 and 2011. On the first, on the beginning of April 2010, daily precipitation accumulations of more than 150 mm were recorded in several zones of the Metropolitan Region of Rio de Janeiro. On the second, 222 mm of precipitation were measured in just twelve hours.

Both events caused floods and earth slides, resulting in massive damage, especially in areas with less urban planning and more precarious infrastructure. This can be even more problematic since rain tends to fall 5 to $10 \%$ more in medium and large cities, when compared to rural areas [3]. This difference may be attributed to effects caused by urban heat islands that generate convection, by the rugosity associated with the numerous edifications that cause turbulence and by the amount of pollution particulate material suspended in air that increases the propensity of cloud formation by acting as hygroscopic nuclei.

Since natural disasters have been shown to correlate with the occurrence of massive rainfalls, it becomes imperative to better grasp the origins of such precipitation accumulations, or to identify whichever patterns that might lead to a more complete understanding of them. Several studies have been performed on the subject, trying to pinpoint causes with different approaches, many of which have been summarized by Moura [4].

Some of these studies try to find correlations between total precipitation amounts and other factors such as the propensity of
earth slides or other types of disasters. Episodes with total recorded precipitations at least $20 \%$ higher than the yearly average tend to develop catastrophic proportions [5].

## Intense rainfall studies

Some lines of studies regarding intense rainfall events approach the subject with the search for intensity, duration and frequency equations. These are basically equations that allow for predictions of precipitation levels based on the duration of the event, the return time, the location and the physiographical characteristics of the region. These equations might arise in different forms depending on how they are derived from the ones found by Pfafstetter [6] or which parameters are being focused on.

The city hall of Rio de Janeiro has, in at least two studies, suggested the usage of IDF equations for hydric planning and predictions of flow measurements for drainage constructions [7,8]. In both studies the IDF equations are cited as the tool that should be preferred for prediction of intensities on the more severe rainfall events, and are key for elaborating projects of drainage systems to avoid floods. These equations depend on several parameters, one of which is the mean yearly precipitation [9].

However, this quantity does not reflect, by itself, the intricacies and differences in the general larger behaviour of precipitation distributions on each month of the year. While it is not trivial to assume if this hinders or not the efficacy of the IDF equations, or if
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Figure 1: Map of the state of Rio de Janeiro. Localization of the city of Rio de Janeiro on Brazil to the right. City of Rio de Janeiro in green, with the red dot giving the approximate location of the meteorological station that provided the data for this study.
they could be further enhanced by using a parameter more sensitive to each month's contribution (the simplest example being a weighted mean with fitted weight parameters), it becomes compelling to attempt to better understand the monthly precipitation distribution's profiles and properties.

This study aims to provide a description of such patterns using statistical analyses of historical total precipitation data, for each month individually and also grouping them by season. Another result attained is the pattern of precipitations above the historical averages for each month, using data from approximately thirty years of measurements. This might help to understand on which months it should be more expected, or rather less than a surprise, for the historical average to be surpassed more often, and possibly have applications in climate impact or water supply related research. These results are something that the simple usage historical averages as first guesses would not provide.

## Materials and Methods

## Data choice

Monthly total precipitation measurements were obtained from the BDMEP database, which is provided by the Instituto Nacional de Meteorologia (INMET). The closest station available on the system with monthly measurements is the Praça Mauá meteorological station, with latitude: -22.88, longitude: -43.18 and altitude: 11.10 m . Figure 1 shows the localization of this station.

For the months from January to April, there was available data from 1961 to 1983 and then from 2003 to 2013, totalizing 34 years of data. Similarly, from May to September, the available data was from 1961 to 1983 and then from 2002 to 2013, adding up to 35 years of data. Lastly, from October to December, the database had measurements from 1961 to 1983 and then from 2002 to 2012, totalizing 34 years of measurements as well. To allow for comparison, as well as correlation studies, only years where all months are available where used, i.e. 1961 to 1983 and 2002 to 2012, resulting in a population size of 33 .

To gather information about the different seasons, starting from the original set of monthly data, an approximation had to be made.

Since the seasons generally start around the twentieth day of the month, roughly two thirds of the last month of a season corresponds to the season that is ending at that point, and one third corresponds to the season beginning.

The approximation made can is explained in the following example: To calculate the total precipitation of the fall season of a specific year, the sum of one third of the precipitation of March of that year, the entire precipitations of April and May, and two thirds of the precipitation of June was computed, as approximately two thirds of March correspond to the summer, while one third corresponds to fall.

This approximation provided a rough, qualitative idea of the patterns, which could however still be invaluable for the reasons previously stated.

There is another important detail, regarding the calculations for summer, since this season always starts on a particular year and ends on the following one. To compute the total precipitation for this season for a given year, the data used was one third of December's total, for that year, and then the total precipitations from January, February and two thirds from March, from the year following. For this reason the summer of 2013 could not be evaluated, and the year of 2013 was suppressed from the seasonal analysis resulting in a sample size of 32 .

## Statistical analysis

Separating data by month, twelve histograms and Quantilequantile plots (Q-Q Plots) were generated. The distributions and patterns on these were tested for normality using Shapiro-Wilk tests because these have been shown to outperform other common normality tests, especially for asymmetric distributions of population sizes of about 30 [10]. However, since the power of such normality tests is lower for smaller sample sizes, these results are to be taken as qualitative rough first estimates, and have been complemented by a graphical analysis by inspection of the histograms and Q-Q Plots. After this, data was grouped by season, and four more histograms where obtained and the distributions tested by a similar approach.

It was also desirable to check for possible correlations of the measured data between seasons and with the passage of years, with both Pearson and Spearman tests being used. Taking into account that the former is better suited to find linear correlations between normal variables, while the latter does so for distributions that are neither necessarily parametric nor linearly correlated; both tests were used, because even with the normal behaviour of the seasonal distributions calculated at a later point, one could not assume correlations being linear beforehand.

Lastly a few attempts of fitting convoluted distributions to some sets of data were attempted to further try to reveal patterns using CERN's ROOT data analysis framework. All other statistical data was analysed using IBM's SPSS Statistics 20.

|  | Shapiro-Wilk |  |  |
| :---: | :---: | :---: | :---: |
|  | Statistic | df | Sig. |
| January | .915 | 33 | .013 |
| February | .872 | 33 | .001 |
| March | .888 | 33 | .003 |
| April | .877 | 33 | .001 |
| May | .963 | 33 | .312 |
| June | .869 | 33 | .001 |
| July | .891 | 33 | .003 |
| August | .862 | 33 | .001 |
| September | .859 | 33 | .001 |
| October | .962 | 33 | .286 |
| November | .979 | 33 | .757 |
| December | .963 | 33 | .311 |

Table 1: Tests of Normality

## Results and Discussion

Table 1 shows the results for the normality tests. The ShapiroWilk test determined that May, October, November and December are the months that correspond the most to normal distributions, with November being the month that most approached it. For these months, then, one could use basic statistics to predict that most total precipitations should fall within a few standard deviations from the historical mean, with the possibility of choosing how rigid the predictions would be by increasing the number of standard deviations. A typical three standard deviation approach (representing $99.73 \%$ of the distribution) would be enough to account for potentially disastrous rains where a rough estimate using the mean value wouldn't. Choosing this upper value could be of use for infrastructural planning, and the number of standard deviations chosen would be limited by cost or logistic factors.

To corroborate this result, the histograms shown in Figure 2 have both the means and standard deviations displayed as well as the Gaussian curve corresponding to these quantities plotted over the data for a graphical analysis, and Q-Q plots are shown in Figure 3. The overall aspect of the distribution matches the normality tests results.

In all months a sometimes slight, sometimes more pronounced asymmetry in favour of small precipitation values was observed. This suggested that rough modelling or curve fitting attempts regarding this data, even for the months with Gaussian-like distributions, would be improved by usage or convolution with asymmetrical, positively skewed distributions, such as log-normal, logarithmic, landau or other such distributions, or even possibly a decaying exponential one.

One such example of this is shown in Figure 4 where the data from the December histogram was fitted twice using different approaches.

The first was to let ROOT fit the best Gaussian it could find, and see what outputs it gave in terms of its probability function, which is based on the chi-squared calculated values and gives a rough idea of how well the fitting process performed (a probability of 1 being a perfect fit). Then another fitting attempt was made, this time using a trial function that was a convolution of a Gaussian and a decaying exponential distribution. Although graphical analysis shows that the fitting is not perfect, this already shows improvement, which is also seen in the increase of the probability value. However, since one is more interested in the higher values of precipitation, for these are usually correlated to the natural disasters in Rio de Janeiro, a qualitative understanding of the distribution's patterns should be sufficient for rough estimates.

For the months with distributions farther from normal, one can qualitatively see from the histograms that a recurring pattern is that the deviations from normality occur more strongly for lower precipitation values as a general rule, suggesting that one would still use the three standard deviations approach for upper limit estimations, except for March, where frequency of higher valued precipitations increase sharply around the 300 to 350 mm range. Possibly a more rigid criteria could be chosen for this month, for these reasons.

The seasonal histograms, as well as normality tests applied to these distributions, reveal that the contributions of the months add up to roughly normal distributions for all seasons as shown in Figures 5, 6 and Table 2. This could be important information regarding rough estimates of average seasonal or even yearly precipitations, and it gives a sounder base for a three standard deviation approach as described previously.

Table 3 shows the results for the Pearson and Spearman correlation






Figure 2: Panels A through L: Histograms of total precipitations in $(\mathrm{mm})$ for each month. The normal curve plotted over the data corresponds to the distribution's mean and standard deviation.


Figure 3: Panels A through L: Q-Q plots for each month.


Figure 4: Comparison between two fitting attempts using ROOT. A: Fitting using a single Gaussian function as trial. B: Fitting using a convolution of a Gaussian function with a decaying exponential function. The parameters p1 and p2 define the exponential, and p3, p4 and p5 define the Gaussian curve.


Figure 5: Panels A through D: Histograms of seasonal distributions with corresponding Gaussian curves plotted for comparison.


Figure 6: Panels A through D: Q-Q plots of seasonal distributions.

|  | Shapiro-Wilk |  |  |
| :---: | :---: | :---: | :---: |
|  | Statistic | df | Sig. |
| Fall | .979 | 32 | .776 |
| Winter | .965 | 32 | .382 |
| Spring | .964 | 32 | .342 |
| Summer | .951 | 32 | .150 |

Table 2: Tests of Normality.

|  |  |  | Year | Fall | Winter | Spring | Summer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Spearman | Fall | Correlation Coefficient | 0.083 | 1 | ,409* | 0.323 | 0.216 |
|  |  | Sig. (2-tailed) | 0.652 |  | 0.02 | 0.071 | 0.234 |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  | Winter | Correlation Coefficient | 0.034 | ,409* | 1 | ,538** | 0.335 |
|  |  | Sig. (2-tailed) | 0.855 | 0.02 |  | 0.001 | 0.061 |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  | Spring | Correlation Coefficient | 0.26 | 0.323 | ,538** | 1 | ,382* |
|  |  | Sig. (2-tailed) | 0.151 | 0.071 | 0.001 |  | 0.031 |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  | Summer | Correlation Coefficient | -0.207 | 0.216 | 0.335 | ,382* | 1 |
|  |  | Sig. (2-tailed) | 0.255 | 0.234 | 0.061 | 0.031 |  |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  |  |  | Year | Fall | Winter | Spring | Summer |
| Pearson | Fall | Correlation Coefficient | 0.173 | 1 | ,522** | ,513** | 0.296 |
|  |  | Sig. (2-tailed) | 0.343 |  | 0.002 | 0.003 | 0.1 |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  | Winter | Correlation Coefficient | 0.116 | ,522** | 1 | ,599** | 0.265 |
|  |  | Sig. (2-tailed) | 0.527 | 0.002 |  | 0.00029 | 0.143 |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  | Spring | Correlation Coefficient | 0.382 | ,513** | ,599** | 1 | 0.418 |
|  |  | Sig. (2-tailed) | 0.031 | 0.003 | 0.00029 |  | 0.017 |
|  |  | N | 32 | 32 | 32 | 32 | 32 |
|  | Summer | Correlation Coefficient | -0.129 | 0.296 | 0.265 | 0.418 | 1 |
|  |  | Sig. (2-tailed) | 0.482 | 0.1 | 0.143 | 0.017 |  |
|  |  | N | 32 | 32 | 32 | 32 | 32 |

**Correlation is significant at the 0.01 level (2-tailed).
*Correlation is significant at the 0.05 level ( 2 -tailed).
Table 3: Correlations.
tests. There was no clear immediate correlation indicated by these tests for this period regarding either increase or decrease of seasonal total precipitations with the passage of time, except for the spring season, which presented a positive Pearson correlation. However, positive correlations, some of which with significance at 0.01 level, were shown between seasons. Summer and winter correlate to their immediately adjacent seasons; fall correlates to winter and spring, and spring seems to correlate with all the others. This could represent another possible criterion for rough estimation of average behaviour for seasons, especially on the case of summer, which is where most disasters happen. Years with high levels of precipitation for spring would suggest extra care regarding summer.

## Conclusion

Thirty-three years of data taken from monthly precipitations in Rio de Janeiro were investigated for normality and correlation. Normality was observed in May, October, November and December,
and also for all cases when the months were grouped by season, with May are being the most Gaussian-like monthly distribution and fall's the most seasonal one. This suggests using an upper limit estimated as a certain number of standard deviations above historical mean as a representative value for a rough description of the precipitation distributions.

For months with non-Gaussian distributions the deviations from normality seem to occur in greater part due to lower valued total precipitations. This also indicates that similar approaches of choosing upper limits defined by a number of standard deviations over the mean value rather than mean value itself could be useful when surveying for yearly averages to further complement or aid whichever projects or techniques that rely on that particular information, or simply to have an qualitative estimate or a rough first guess. These results could perhaps aid in understanding of intense rain patterns and complement actions taken to avoid potential natural disasters.

Since the statistical approach used is rather simple, it could prove to be an invaluable, readily feasible form of studying patterns of intense rainfalls in locations where more complex studies involving other techniques cannot be performed, as well as give more information for urban infrastructure and planning on those areas, regarding flood management.
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